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bstract

A GC–MS method was developed for the determination of linear alkylbenzene sulphonates (LAS) and sulphophenylcarboxylic acids (SPC) in
queous environmental samples. LAS and SPC were isolated from aqueous samples using methylene green (MG) as ion-pair reagent and derivatised
ith diazomethane for their chromatographic analysis. LAS and SPC were then analysed with GC–MS in EI mode as their methyl esters. The

ethod eliminates positive and negative interferences found by the methylene blue method and considered to be selective and sensitive for the

etermination of LAS and SPC in aqueous samples. The recovery of LAS was 98% with a relative standard deviation (R.S.D.) of 2.0% and the
etection limit obtained from calculations by using GC–MS results based on S/N:3 was lower than 10 ppb. Obtained results revealed that the
ethod can also be employed in the analysis of organic compounds bearing sulphate and sulphonate groups.
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. Introduction

Linear alkylbenzene sulphonates (LAS) are the most impor-
ant synthetic anionic surface active agents widely used as the
rincipal constituents of commercial detergents 0as well as insti-
utional cleaning and industrial purposes [1,2]. Commercially
vailable LAS are mixtures of isomers, with alkyl chain lengths
anging from C10 to C14. LAS are significant environmental
ollutants, as their bio-degradation involves the consumption of
io-available oxygen resulting in an increase in chemical oxy-
en demand [1]. LAS are not only toxic, but also contribute to
he permeation of other pollutants into aquatic animals [3]. SPC
re biotransformation intermediates formed during biological
egradation of LAS and the presence of SPC in water and sedi-
ent is important as it may indicate ongoing bio-degradation of
AS [4–7]. The toxicity of LAS has been estimated by determin-

ng their effects on the energy-coupled reverse electron transfer
RET) in fishes and invertebrates and expressed as the toxicant

oncentration decreasing the reduction rate of NAD+ to an extent
f 50% (EC 50). This ranged from 0.61 mg/L for a commercial
AS mixture to 18,000 mg/L for individual SPC, respectively

∗ Tel.: +90 372 257 40 10x1371; fax: +90 372 257 41 81.
E-mail address: makyuz2004@yahoo.co.uk.
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pair extraction; River water; Sea water

8]. Therefore, monitoring the levels of LAS in environmental
aters is important for the protection of human health and the

nvironment.
Almost all the spectrophotometric determinations of anionic

urfactants are based on the formation of ion-pairs and their sub-
equent extraction into organic solvents [9–13]. Methylene blue
ctive substances (MBAS) are the most frequently used cationic
on-pair reagents for the determination of LAS [14,15]. Because
f its high sensitivity, the methylene blue (MB) method is nor-
ally used to determine low levels of surfactants in aqueous

amples such as wastewaters and surface waters. However, this
rocedure has always been known to be subjected to positive
nd negative interferences [14,15], although it has been used for
long time as the standard method for environmental analysis.
s it is possible to quantitatively extract LAS under all reported

onditions, as well as the extraction of other compounds with
he MBAS method, it is necessary to combine this method with

more specific technique such as GC or GC–MS for precise
dentification.

MG is a phenothiazine basic cationic dye used for biologi-
al stains, pH indicators and is used as a model dye for textile,

eather, paper, plastics, ink and printing. Laser-induced fluo-
escence spectra of MB and MG in a variety of solvents with
ifferent polarity and various concentrations of anionic surfac-
ants have been investigated [16]. It has been reported that there
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2.3. Instrumental analysis

A Finnigan MAT 4500 GC/MS instrument operating in
the electron impact (EI) mode was used. Column identi-
72 M. Akyüz / Talan

as no appreciable shift in the emission maxima with the SDS
oncentrations, however there might be changes in the fluores-
ence intensities used in the determination of the critical micelle
oncentration (cmc) of surfactants [16].

Methods for the determination of polar aromatic sulphonates
n aquatic environmental samples have been reviewed by
eemtsma [17]. High-performance liquid chromatography

HPLC) [1,18–20], liquid chromatography-electrospray-tandem
ass spectrometry [21] and gas chromatography-mass spec-

rometry (GC–MS) [22–26] methods have been widely used to
etermine LAS and SPC in environmental samples. Solid phase
xtraction [1,19,20] has also been used to clean up or extract the
ompounds of interest prior to HPLC and GC–MS. Capillary
one electrophoresis (CZE) technique has also been reported
or the determination of anionic surfactants [27–31].

The aim of this work was to develop analytical techniques that
ould be applied to a variety of samples including commercial
etergent, wastewater, river water and sea water to determine the
AS and their degradation products. Although there are several
ethods showing lower detection limits using C18 isolation and
C–MS, the method described here compares methylene green
ith the widely used Methylene blue which has shortcomings

14,15].
The following paper presents an analytical procedure, which

as developed to enable the precise determination of LAS, SPC
nd similar organic molecules bearing sulphate and sulphonate
roups by resolving the variability of the results and to elimi-
ate positive and negative interferences reported in the MBAS
ethod. In the proposed method, the isolation of the compounds

f interest from aqueous environmental samples was performed
sing MG as an ion-pair reagent, and then isolated compounds
ere hydrolysed with HCl and derivatised with diazomethane
rior to GC–MS analysis.

. Experimental

.1. Chemicals and reagents

Arylan SE, a commercial mixture containing 14 homo-
ogues and isomers of linear alkylbenzene sulphonic acids with

10–12 chain lengths was used as the LAS standard and sup-
lied by Akcros Chemicals, England. Methylene Green was
urchased from Fisher Scientific, UK. Diazald (N-methyl-N-
itroso-� toluenesulphonamide) was purchased from Aldrich.

.1.1. Preparation of reagent solution
Methylene Green reagent: 0.1 g of methylene green was dis-

olved in 100 mL water. Three millilitre of this solution was
ransferred to a 100 mL flask and 50 mL water, 4.1 mL 6N

2SO4 and 5 g NaH2PO4·H2O added, respectively. The solu-
ion was made up to 100 mL with deionised water after shaking
ntil dissolved.

.2. Sample extraction and derivatisation
The aqueous samples were added to a separatory funnel and
he pH of the sample was adjusted to 5 by dropwise addition of
.1 M HCl after adding 25 mL of methylene green reagent. Then

F
i

(2007) 471–478

t was extracted three times with chloroform (3 mL × 4 mL). The
hloroform extracts containing MG-LAS and SPC were taken
nto a vial and then evaporated to dryness under nitrogen stream.
wo to four drops of concentrated HCl were added to the residue
nd the vial was tightly closed. Hydrolysis of compounds was
erformed in the sealed vial by heating at 80 ◦C for 20–25 min.
iazomethane prepared from diazald [32] in ether was added

o the dry residues which were evaporated to dryness under a
tream of nitrogen until a yellow colour persisted. Then, ethereal
iazomethane was evaporated under a gentle stream of nitrogen
nd the esterified compounds were diluted in hexane. The hexane
ayer is separated and dried over anhydrous sodium sulphate. The
olution was then concentrated to a volume of 0.5 mL under a
entle stream of nitrogen and the final solutions (1–1.5 �L) were
njected into GC–MS in splitless mode. LAS and SPC were then
nalysed as their methyl sulphonate derivatives by GC–MS and
he overall process is schematically demonstrated in Fig. 1.
ig. 1. Flow chart showing the isolation and preparation of the compounds of
nterest for GC–MS analysis.
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Fig. 2. TIC of methyl derivatives of linear al

cation: DB–5, column length: 50 m, i.d.: 0.25 mm, film
hickness: 0.25 �m. Temperature program: initial temperature
0 ◦C ramped at 5 ◦C/min to 300 ◦C 10 min hold. Flow rate:
0 cm s−1 equivalent flow at ambient temperature, head pres-
ure: 0.7 kg cm−2, ion source temperature: 170 ◦C, transfer
ine temperature: 200 ◦C, scan range: 50–500 m/z, scan rate:
scan s−1, electron energy: 70 eV, electron current: 350 �A.

. Results and discussion

.1. Interpretation of mass spectra of LAS standard
Firstly, the LAS standards were derivatised with dia-
omethane and methyl esters of linear alkylbenzene sulphonic
cids were analysed by GC–MS. Total ion chromatogram (TIC)
f the methylated linear alkylbenzene sulphonic acids standard

f
o
b
9

Fig. 3. Mass spectrum of methyl ester of 5-
zene sulphonic acids standard (Arylan SE).

Arylan SE) is shown in Fig. 2. Identification of the compo-
ents was performed by interpreting their mass spectra. For
xample, interpretation of mass spectrum of methylated 5-
10 LAS was carried out as follows; the fragmentation ions
f both m/z 241 and 255 come from the expected cleavage
n the tertiary carbon atom. Two hundred and forty-one and
55 give the expected � cleavage of the aromatic ring and
ventually give m/z 185 a McLafferty re-arrangement which
s the characteristic ion for both LAS and SPC in the spec-
rum called the base peak. Another peak is observed at m/z
99 which comes from m/z 241 and 255 by another rear-
angement with H transfer. The ion observed at m/z 145 is

ormed by the loss of a methyl sulphonate group from the ion
bserved at m/z 241. The ion observed at m/z 281 is formed
y the loss of a methanol (M+ − 32) and peaks at m/z 77 and
1 belong to C6H5

+ and C6H5CH2
+ (tropylium ion), respec-

C10 LAS produced from Arylan SE.
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Table 1
Composition of Arylan SE linear alkyl benzene sulphonic acid mixture

Ø-Position of isomers LAS homologues

C10 (%) C11 (%) C12 (%)

2 3.281 7.657 3.196
3 3.792 10.098 3.089
4 3.877 12.864 5.106
5 5.108 20.766 9.425
6
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ively. The mass spectrum of methylated 5-C10 LAS is shown
n Fig. 3.

All the other LAS-methyl esters were interpreted in the
ame manner and the expected fragmentation patterns were
btained. 5-Sulphophenyl valeric acid was also derivatised by
he reaction with diazomethane and analysed by GC–MS as a
odel compound for SPC. The mass spectrum of methylated

-sulphophenyl valeric acid is shown in Fig. 4 and the interpre-
ation of mass spectrum was carried out in the following way;
he compound yields a very low intensity peak for the molecular
on observed at m/z 286. The ion observed at m/z 254 is formed
y the loss of a methanol (M+ − 32) and the ion at m/z 226 is
ormed by the neutral loss of CO. The base peak observed at
/z 131 is formed by the loss of a methyl sulphonates group

rom the ion observed at m/z 226. The ion observed at m/z 185
s common for LAS and SPC methyl esters. The ion observed at
/z 103 is formed by the loss of a methyl sulphonate group from

he ion observed at m/z 199. The ion observed at m/z 74 belongs
o the enol ion (C3H6O2) by McLafferty re-arrangement which
s common for SPC methyl esters. The ion observed at m/z 87
s also common for SPC methyl esters which belongs to the
C2H4COOCH3)+. The different chain lengths were accounted
or by the loss of the CH2 groups. Different isomers of the same
omologues were determined by the base peak together with
xpected cleavage on the C atoms bonded to the benzene ring
iving first two more stable fragmentation ions such as peaks at
/z 241 and 255. These peaks are characteristic for both LAS

nd SPC methyl esters.

.2. Recovery of the compounds of interest from aqueous

amples

In a previous work [1,33], the detailed composition of a com-
ercial mixture containing 14 homologues and isomers of linear

v
a
o
L

Fig. 4. Mass spectrum of acid methyl es
– (5 + 6Ø) 9.426

otal (97.685%) 16.058 51.385 30.242

lkylbenzene sulphonic acids with C10–12 chain lengths (Arylan
E) was determined using individual isomers and homologues
y peak areas on GC–MS and this mixture was used in this work
s the standard and its composition was given in the Table 1.

Firstly, a known amount of this standard (5–10 mg) was
erivatised with diazomethane and diluted in hexane. Seven cal-
bration standards with the concentrations in a range from 5
o 100 �g/L were prepared by diluting the derivatised standard
exane solution and used for calibration. Calibration standards
f LAS were analysed as their methyl esters by GC–MS in EI
ode triplicate. Calibrations were performed by calculating the

eak areas of the compounds and the calibration graphs were
inear for the concentration ranges stated. The linearity of the
roposed method for the analysis of the compounds of interest
as calculated in the investigated concentration range, as shown
y the determination coefficients (R2).

In order to evaluate the recoveries of LAS, a solution of a
nown concentration of LAS mixture was prepared and a known

olume of this solution was spiked into distilled and previously
mine-freed water to give final concentrations around 50 �g/L
f LAS. Spiking the known volumes (10, 25 and 50 mL) of
AS solution (50 �g/L) with river and sea water samples (250

ter of 5-sulphophenyl valeric acid.
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nd 500 mL) which have been analysed for the compounds of
nterest were also performed (plus the blank value). Quantitative
nalyses of the LAS in known volumes of these samples were
erformed in triplicate using GC–MS in EI mode. The concen-
rations of each of LAS were calculated by peak areas and the
eak areas were compared with the calibration graphs of the
tandards.

The formation of ion-pairs of MG with anionic surfactants
as investigated and the results revealed that like MBAS, MG

howed the similar ion-pair ability with anionic surfactants in
queous solutions. Using the proposed method, optimum extrac-
ion pH of LAS was investigated and for both LAS and SPC, it
as found to be 5. The extraction efficiency of the LAS-MG

on-pair into chloroform was found to be comparable to the
AS-MBAS. The obtained results showed that the method has a
imilar sensitivity to the MBAS and it is more selective and is free
rom positive and negative interferences. The percentage recov-
ry of LAS with relative standard deviation (R.S.D.) at pH 5 was
lso calculated. The different isomers and homologues of LAS
ehaved in a very similar manner during recovery experiments.
he limit for the detection of the combined ion-pair extraction
ethod with MG, derivatisation with diazomethane and anal-

sis by GC–MS technique, was determined using spiked LAS
tandards in the water sample and the samples were analysed
nder optimal conditions. The limit of detection (LOD) of each
f the LAS was estimated for triplicate runs by comparing the
ignal-to-noise ratio (S/N) of the lowest detectable concentration
o S/N of three.

.3. Determination of LAS as their methyl esters in a
ommercial detergent powder

In order to confirm the viability of the proposed method,

t was applied to an unspecified commercial detergent powder
o determine the content of the anionic surfactants (LAS). A
olution of known amount of detergent powder was prepared
nd a known volume of this solution was analysed according

o
F
m
t

Fig. 5. TIC of methyl derivatives of Arylan
(2007) 471–478 475

o the procedure described in this work. Identification of the
omponents was performed by interpreting their mass spectra.
uantitative analysis of LAS was performed using GC–MS in EI
ode using their peak areas and the peak areas were compared
ith the calibration graphs. The content of the anionic surfac-

ants as the total concentrations of LAS isomers and homologues
AS were determined to be 6% in dry powder. A number of both

iquid and solid commercial detergent samples were analysed in
he same way and their anionic surfactant contents found within
he range of 4.0 and 15%.

.4. The characterization of LAS and SPC as their methyl
sters in the biodegradation medium

In order to observe the degradation of a commercial deter-
ent powder in the natural environment, water collected from
he environment which was used as a natural medium were
imulated by maintaining the sample, at room temperature, in
unlight with aeration until no compounds of interest could be
etected. The samples were then spiked with commercial deter-
ent powder (10 mg/L) and used as a bacterial growth medium
nd determination of the amount of the spiked compounds as
AS remaining was performed at intervals using the standard-

sed procedure used in this work. Total ion chromatogram (TIC)
f the methylated LAS standard isolated from spiked water sam-
le at the start of the experiment (time 0) is identical with the
hromatogram shown in Fig. 2.

After 24 h, the SPC and LAS isolated from 250 mL of medium
as methylated prior to GC–MS analysis and the total ion chro-
atogram (TIC) of methyl derivatives of LAS and SPC is shown

n Fig. 5. The identification of the methyl esters of LAS and
PC was performed using previously obtained mass spectra
rom the compounds used as standards and the concentrations

f LAS isomers and homologues were calculated by peak areas.
or example, interpretation of the mass spectrum of 3-C7-SPC
ethyl ester was carried out in the following way; the fragmen-

ation ions of both m/z 213 and 284 come from the expected

SE Standard Spiked Water Sample.
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leavage on the tertiary carbon atom. The peak is observed at
/z 199 which comes from m/z 213 and 284 by another re-

rrangement with H transfer. Two hundred and thirteen and 284
ive the expected � cleavage of the aromatic ring and eventually
ive m/z 185 a McLafferty re-arrangement which is the char-
cteristic ion for both LAS and SPC. The ion observed at m/z
18 is formed by the loss of a methyl sulphonate group from the
on observed at m/z 213. The ion observed at m/z 103 is formed
y the loss of a methyl sulphonate group from the ion observed
t m/z 199. The ion observed at m/z 74 belongs to the enol ion
C3H6O2) by McLafferty re-arrangement which is common for
PC methyl esters. The ion observed at m/z 87 is also common
or SPC methyl esters which belongs to the (C2H4COOCH3)+.
he ion observed at m/z 227 is formed by the loss of the ion at
/z 87 from the molecular ion observed at m/z 314.
The results obtained from the degradation experiments indi-

ated that the different isomers and homologues of LAS degrade
ifferently and these results are agree with Swisher distance
rincipal [4–6]. Besides LAS, some sulphophenyl carboxylic
cids were identified having alkyl chain lengths between 5 and
C atoms and this observation is confirmed that SPC are ini-

ial biotransformation products of LAS as much of the literature
estifies [4–7]. Through the obtained results from degradation
xperiments, it can be concluded that, the method was suitable
or the observation of degradation kinetics of LAS under both
aboratory and natural conditions.

.5. Determination of LAS and SPC as their methyl esters
n environmental samples
Environmental samples analysed for the compounds of inter-
st included river water and sea water. River water samples
500 mL) collected from the Zonguldak region, where the river

o
m
[
h

Fig. 6. TIC of methyl derivatives of LAS
(2007) 471–478

as highly been polluted with mainly sewage effluent and indus-
rial waste, were analysed by the proposed method at different
imes of the year in triplicate. The mean concentration of total
omologues and isomers of LAS was significant (224 ppb) to
stimate their effect on the environment although the proposed
ethod is enable to determine individual homologues and iso-
ers of LAS under the minimum effect concentration limit

eported in the literature for environmental samples [8]. The
ndividual homologues and isomers of LAS determined in one
f the river water sample are: 5-C10 LAS (26 ppb), 4-C10 LAS
17 ppb), 3-C10 LAS (16 ppb), 2-C10 LAS (12 ppb), 6 + 5-C11
AS (52 ppb), 4-C11 LAS (16 ppb), 3-C11 LAS (11 ppb), 2-
11 LAS (8 ppb), 6-C12 LAS (16 ppb), 5-C12 LAS (16 ppb),
-C12 LAS (8 ppb), 3-C12 LAS (6 ppb) and total level is
04 ppb.

The sea water samples (1 L) collected from the harbour in
onguldak city where river water taken from were analysed at
ifferent times of the year in triplicate and the mean concen-
ration of total homologues and isomers of LAS was found to
e 58 ppb. TIC of the methylated anionic surfactants as LAS
solated from (1 L) sea water sample is shown in Fig. 6. The
ndividual homologues and isomers of LAS determined in one
f the sea water sample are: 5-C10 LAS (12 ppb), 4-C10 LAS
8 ppb), 3-C10 LAS (8 ppb), 4-C10 LAS (12 ppb), 6 + 5-C11 LAS
24 ppb), 4-C11 LAS (10 ppb), 3-C11 LAS (5 ppb), 6-C12 LAS
6 ppb), 5-C12 LAS (6 ppb), 4-C12 LAS (4 ppb) and total level
s 83 ppb.

Isolation procedure described in this work, which is sensitive
nough for the determination of minimum effect concentration

f LAS in aqueous environmental samples and believed to be
ore selective than SPE, can also be combined with an HPLC

1,34] but it was preferred to combine it with GC–MS due to its
igher sensitivity and resolution.

isolated from Sea Water Sample.



ta 71

b
y
H
v
i
r
c
y
a
t
t

G
c
o
m
d
p
g
e
i
t
a
b
L
b
t
s
l
t
fi
a
b
a
G

b
r
a
w
d
f
l
c
r

q
a
t

4

M
f
e

c
L
m
g
w
t
fi

A

v

R

[

[

[

[

[

[

[

[
[
[
[
[
[
[
[

[
[

[
[
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The results revealed that the formed LAS-MG ion-pairs can
e hydrolysed at 80 ◦C for 20–25 min, whereas complete hydrol-
sis of LAS-MBAS ion-pairs needs over 130 ◦C for 50–55 min.
owever, even at low temperatures and a shorter time inter-
al, LAS-MBAS ion-pairs are hydrolysed to some extent which
s believed to result in the variabilities in spectrophotometric
esults; although it has been reported [35] that alkylsulphates
ould be differentiated from alkylsulphonates by acid hydrol-
sis. The MG also forms weak ion-pairs with some organic
nions, such as carboxylic acids and phenolic compounds and
hese ion-pairs are easily hydrolysed under the conditions men-
ioned above.

A number of water samples were analysed by both UV and
C–MS and obtained results were compared. These results indi-

ated that the total concentrations of LAS and SPC in some
f the environmental water samples determined by GC–MS
ay decrease to the level of 10% of the total concentration if

etermined by UV; the remaining 90% may consist of other com-
ounds, such as carboxylic acids and phenolic compounds that
ive a positive response to the method. As was seen, these differ-
nces can only be sorted out and LAS and SPC can be analysed
ndividually by using the proposed method. The extractibili-
iy of LAS over a wide range of pH for the MG method is an
dvantage which enables the isolation of the organic molecules
earing sulphate and sulphonate groups besides the isolation of
AS. The formation of ion-pairs of MG with organic molecules
earing sulphate and sulphonate groups have also been inves-
igated and the results obtained showed that different types of
ulphates and sulphonates form ion-pairs with MG and all iso-
ated compounds are hydrolysed with HCl which makes possible
he GC–MS analysis of the compounds of interest after esteri-
cation with diazomethane. The developed method eliminates
ll interferences such as colourless ion-pair compounds and car-
oxylic acids, phenolic compounds because chloroform extracts
re hydrolysed and all isolated compounds are derivatised for
C–MS analysis and identified individually.
The obtained results revealed that the proposed method has

een successfully applied to commercial detergent, wastewater,
iver water and sea water samples for the determination of LAS
nd their degradation products. The recovery of LAS was 98%
ith the precision of the method, as indicated by the relative stan-
ard deviation (RSD) of 2.0% and the detection limit obtained
rom calculations by using GC–MS results based on S/N:3 was
ower than 10 ppb. Excellent linearity was obtained in the con-
entration range of 5 and 100 ppb, and the method showed good
eproducibility with correlation coefficients higher than 0.9995.

Consequently, the method is believed to be suitable for the
ualitative and quantitative determination of most of organic
nions having sulphates or sulphonates in aqueous environmen-
al samples.

. Conclusions
The developed method, consisting of ion-pair extraction with
G and derivatisation with diazomethane proved well suited

or the GC–MS determination of LAS and SPC from aqueous
nvironmental samples. Through the obtained results, it may be

[

[
[

(2007) 471–478 477

oncluded that the method developed, besides the analysis of
AS and SPC, can be proposed as a procedure for the deter-
ination of organic substances bearing sulphate and sulphonate

roups in aqueous environmental samples. Excellent linearity
as obtained in the concentration range of 5 and 100 ppb, and

he method showed good reproducibility with correlation coef-
cients higher than 0.9995.
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bstract

A gas chromatography–mass spectrometry (GC–MS) method has been proposed for the simultaneous determination of aliphatic and aromatic
mines in indoor and outdoor air samples. The method includes pre-concentration of the compounds by percolating the air samples through the
cidic solution, ion-pair extraction with bis-2-ethylhexylphosphate (BEHPA), derivatisation of compounds with isobutyl chloroformate (IBCF)
nd their GC–MS analysis. Aliphatic and aromatic amines were isolated from aqueous samples using BEHPA as ion-pair reagent and derivatised
ith IBCF for their chromatographic analysis. Aliphatic and aromatic amines were then analysed with GC–MS in both electron impact (EI) and

ositive and negative ion chemical ionisation (PNICI) mode as their isobutyloxycarbonyl (isoBOC) derivatives. The obtained recoveries ranged
rom 75.6 to 96.8% and the precision of this method, as indicated by the relative standard deviations (R.S.D.) was within the range of 1.0–4.4%.
he detection limits obtained from calculations by using GC–MS results based on S/N: 3 were within the range of 0.08–0.01 ng/m3.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Volatile aliphatic amines like methylamine, dimethylamine,
thylamine, diethylamine, propylamine, dipropylamine, buty-
amine and dibutylamine are important air pollutants due to their
dorous and toxic characteristics and they are found in the air
s a result of their industrial commercial applications or their
idespread use as intermediates in chemical and pharmaceu-

ical industries [1,2]. In addition to their toxic characteristics
ost of alkylamines are sensitizers and irritants to the skin,
ucous membrane and respiratory tract and it is well known that

hey can react with nitrite, forming carcinogenic nitrosamines
3,4].

Aromatic amines like morpholine, aniline, phenylethy-
amine, chloroanilines, piperazine, naphthylamines, aminophe-
ols, toluenediamines and 4-aminobiphenyl are biologically

ctive compounds, well known as environmental pollutants
ecause of their toxicity and carcinogenicity as they are widely
sed in industry to make dyes, cosmetics, medicines, rubber,

∗ Tel.: +90 372 257 40 10x1371; fax: +90 372 257 41 81.
E-mail address: makyuz2004@yahoo.co.uk.
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.10.028
door air samples

extiles, agrochemicals and as reagents intermediates in many
hemical syntheses [5,6]. Therefore, the monitoring of lev-
ls of aliphatic and aromatic amines in indoor and outdoor
ir is important to protect human health and the environment
ecause of human exposure to these compounds through diet and
nhalation.

The most widely used techniques for the determination of
liphatic [1,2] and/or aromatic amines [5,6] in air samples are
as chromatography (GC) coupled with different detectors
1,3,5], high-performance liquid chromatography (HPLC)
4,7–10], ion chromatography [11], spectrophotometry [12].
as chromatography–mass spectrometry (GC–MS) has been

ecognized as the method of choice for the analysis of aliphatic
nd aromatic amines in environmental samples, due to its
uperiority in selectivity and sensitivity. A pre-concentration
tep is necessary to obtain good sensitivity and derivatisation
tep is generally required to improve the gas chromatographic
roperties because of the polarity of the amines. Liquid–liquid
xtraction after percolation of the air sample through the

cidic solution (LLE) [6,13] and solid-phase extraction (SPE)
1,2,7,12,14] have been widely employed for the isolation of
hese amines from air samples. The most popular derivatisa-
ion techniques employed for gas chromatographic analysis
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f amines are acylation, silylation, carbamate formation,
ulphonamide formation and phosphoamide formation [15].

This study focuses on the development of analytical tech-
iques that could be applied to indoor and outdoor air samples
o determine various aliphatic and aromatic amines by adapting
ur previous method for the analysis of amines in water and
ediment samples [16].

The following paper presents an analytical procedure, pro-
osed to enable the precise determination of low-level aliphatic
nd aromatic amines in indoor and outdoor air and rainwater
amples. This procedure offers several significant advantages
ver the other techniques available, such as higher selectiv-
ty in isolation, efficient derivatisation and higher sensitivity.
n the proposed method, air samples were percolated through
he 0.1 M HCl solution using constant flow air pump to trap
liphatic and aromatic amines in the aqueous acidic solution
s their hydrochloric salts. The compounds of interest were
xtracted from aqueous solution with chloroform containing
is-2-ethylhexylphosphate (BEHPA) as ion-pair reagent and
erivatised with isobutyl chloroformate. Aliphatic and aro-
atic amines were then analysed as their isobutyloxycarbonyl

isoBOC) derivatives by GC–MS.

. Experimental

.1. Chemicals and reagents

All the reagents were of analytical grade. Bis(2-
thylhexyl)-phosphate, isobutyl chloroformate, methylamine,
thylamine, diethylamine, n-propylamine, butylamine, piperi-
ine, morpholine, diphenylamine, aniline, N-methylaniline,
enzylamine, 4-aminophenol, 4-bromoaniline, piperazine,
,5-dichloroaniline, 3,5-dichloroaniline, 3,4-dichloroaniline,
ibutylamine, pyrrolidine, 3-aminophenol, 3-chloroaniline, 4-
hloroaniline, 2-nitroaniline, 3-nitroaniline, m-toluidine, 4-
ethyl-o-phenylenediamine, chloroform, toluene, di-sodium

ydrogen phosphate, sodium hydrogen carbonate, sodium sul-
hate, hydrochloric acid and isobutylalcohol were purchased
rom Merck. Phenylethylamine was supplied by Aldrich. 4-
minobiphenyl was supplied by Reidel-de Haen. Pyridine was
urchased from J.T. Baker. 1-Naphthylamine was supplied by
igma. Dimethylamine, 4-ethylaniline and 2-ethylaniline were
urchased from Fluka. 2,6-Diethylaniline was purchased from
lfa Aesar.

.2. Samples extraction and derivatisation

Air samples (0.5–1.5 m3) were percolated through the two
rechsel bottles, containing 100 mL of 0.1 M HCl solution using

onstant flow air pump to trap aliphatic aromatic amines in the
queous acidic solution as their hydrochloric salts. The pump
as regulated at a rate of 46 mL/s and it would sample 1 m3

f air in about 6 h, and then, our previous method was applied

o the aqueous phase with minor modifications [16]. The aque-
us phases were added to a separatory funnel and the pH of the
olution was adjusted to 1 by dropwise addition of 0.01 M HCl.
hen it was extracted with chloroform (3 × 3 mL) and separated.

i
A
a
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he pH of the aqueous phase was adjusted to 8, as it has been
elected to be the extraction pH of the method [16], by dropwise
ddition of 1 M Na2HPO4 and then was extracted three times
sing 0.1 M BEHPA in chloroform (3 × 3 mL). The chloroform
xtracts containing the compounds to be analysed were back
xtracted with 0.1 M HCl solution for 3 min using ultrasonic
ath. Then, the pH of the aqueous layer containing these amines
as again adjusted to 8 and extracted three times with chlo-

oform containing 0.1 M BEHPA (3 × 3 mL). The chloroform
ayer was taken into a vial after drying over anhydrous sodium
ulfate and then evaporated to dryness under nitrogen stream at
oom temperature. Acetonitrile, pyridine and isobutyl alcohol
150, 200, 10 �L) and then isoBCF (300 �L) were added to the
esidue and the vial was then closed and kept at room tempera-
ure for 10 min. Then, the mixture was evaporated under a gentle
tream of nitrogen at room temperature and the derivatised com-
ounds were diluted in toluene. The toluene layer is separated
nd dried over anhydrous sodium sulphate after shaking with
lkaline methanol (1 mL) followed by 1.5 mL of 5 M NaOH for
–4 min and centrifuging at 4000 × g for 2–3 min. The solution
as then concentrated to a volume of 100 �L under a gentle

tream of nitrogen and the final solutions (1–2 �L) were injected
nto GC–MS in splitless mode (5 min purge off). Although they
ere stable when stored at −15 ◦C, the isoBOC derivatives of

he compounds of interest were analysed as soon as they were
repared. Aliphatic and aromatic amines are then analysed as
heir isoBOC derivatives by GC–MS in both electron impact
EI) and positive and negative ion chemical ionisation (PNICI)
ode and quantitative analysis was performed in SIM mode.
he overall process is schematically shown in Fig. 1.

.3. Instrumental analysis

In this study, a Thermo-Finnigan MAT 4500 GC/MS–MS
nstrument operating in the electron impact and positive and
egative ion chemical ionisation mode were used. The spec-
fications of the apparatus are as follows—column identifi-
ation: ZB–5 ms, column length: 30 m, ID: 0.25 mm, film
hickness: 0.25 �m. Temperature program—initial temperature
0 ◦C3 min hold at 3 ◦C/min to 140 ◦C3 min hold at 5 ◦C/min to
90 ◦C10 min hold. Flow rate: 1.3 mL/min, ion source temperature:
00 ◦C, transfer line temperature: 200 ◦C, scan range: 30–450
/z, scan rate: 1 scan/s, electron energy: 70 eV for EI and 30 eV

or PNICI, and electron current: 350 �A.

. Results and discussion

.1. Interpretation of mass spectra of model compounds

Firstly, aliphatic and aromatic amine standards were deriva-
ised with isobutyl chloroformate (IBCF) and their isoBOC
erivatives were analysed by GC–MS. Total ion chromatogram
TIC) of derivatised amine standards are shown in Fig. 2.
Identification of the components was performed by interpret-
ng their mass spectra obtained in the electron impact mode.
ll the other isoBOC derivatives of aliphatic and aromatic

mines were interpreted in the same way and relatively similar
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Fig. 2. Total ion chromatogram (TIC) of isobutyloxycarbonyl derivatives
of aliphatic and aromatic amine standards. The concentrations of deriva-
tised amines are within the range of 0.01–0.08 ng/�L (1 �L injection). (1)
Methylamine, (2) dimethylamine, (3) ethylamine, (4) diethylamine, (5)
propylamine, (6) butylamine, (7) pyrrolidine, (8) morpholine, (9) piperi-
dine, (10) dibutylamine, (11) N-methylaniline, (12) aniline, (13) dipheny-
lamine, (14) m-toluidine, (15) benzylamine, (16) phenylethylamine, (17) 2-
ethylaniline, (18) 2,6-diethylaniline, (19) 3-chloroaniline, (20) 4-ethylaniline,
(21) 4-chloroaniline, (22) 2,5-dichloroaniline, (23) 3,5-dichloroaniline, (24) 4-
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ig. 1. Flow chart showing the isolation and preparation of the compounds of
nterest for GC–MS analysis.

ragmentations were obtained. For example, interpretation of
ass spectrum of isoBOC derivative of aniline was carried out

n the following way; the ions observed at m/z 137, 120 and 93 are
ormed by the loss of C(CH3)3, OC(CH3)3 and OCOC(CH3)3
roups from the molecular ion observed at m/z 193. The loss of
he butyl groups gives the ion at m/z 57 when using IBCF. These
eaks are characteristic for the isobutyloxycarbonyl derivatives.
he molecular ion of aniline at m/z 93 observed as the base
eak is formed by the loss of isobutyloxycarbonyl group from
he molecular ion of isoBOC derivatives of aniline observed at
/z 193. Identification of the compounds was also confirmed by
C–MS in PNICI mode using methane as reagent gas.
.2. Recovery of the compounds of interest from samples

Firstly, a standard solution containing 10 mg/L of each of the
mines was prepared in acetone and diluted to give a final con-

v
w
c
r

romoaniline, (25) 2-nitroaniline, (26) 3-nitroaniline, (27) 3,4-dichloroaniline,
28) piperazine, (29) �-naphthylamine, (30) 3-aminophenol, (31) 4-
minophenol, (32) 4-methyl-o-phenylenediamine and (33) 4-aminobiphenyl.

entration of 100 ng/L and then derivatised with IBCF. Seven
alibration standards with the concentrations in the range from
.01 to 25 ng/L were prepared by diluting the derivatised stan-
ard solution (100 ng/L) and used for the calibration. Calibration
tandards of aliphatic and aromatic amines were analysed as
heir isoBOC derivatives by GC–MS in SIM mode in triplicate.
alibrations were performed by calculating the peak areas of

he compounds and the calibration graphs were linear for the
oncentration ranges stated.

The linearity of the proposed method was calculated in the
nvestigated concentration range, as the determination coeffi-
ients, R2, shown in Table 1. The limit of detection (LOD) of each
f the amines was estimated to be seven replicate runs by com-
aring the signal-to-noise ratio (S/N) of the lowest detectable
oncentration to a S/N: 3.

In order to evaluate recoveries of amines from aqueous solu-
ion, a solution of a known concentration (50 ng/L) of amines

ixture was prepared by diluting the standard solution and
nown volumes (10, 20 and 50 mL) of this solution was spiked
nto the distilled water that had previously been shown to con-
ain no amines to give final concentrations around 0.5, 1.0 and
.0 ng/L of each of the amines, respectively. Spiking the known

olumes (25, 50 and 100 mL) of amines solution (50 ng/L) with
ater samples (250 and 500 mL) which were analysed for the

ompounds of interest were also performed to evaluate absolute
ecovery (plus the blank value). Quantitative analyses of the
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Table 1
The absolute recoveries of amines for overall procedure with R.S.D.s at selected pH, R2, LOD and QI

Standard amines Optimum extraction pH Absolute recoveries (%) with
R.S.D.s at selected pH 8

R2 LOD (ng/m3) QI1,2,3 m/z

Methylamine 8.88 75.6 (2.6) 0.9926 0.08 76, 58, 132
Dimethylamine 7.50 86.0 (2.8) 0.9956 0.07 90, 72, 146
Ethylamine 8.08 89.4 (2.4) 0.9945 0.07 106, 79, 146
Diethylamine 8.15 90.6 (2.2) 0.9922 0.06 118, 102, 72
n-Propylamine 8.18 90.7 (1.8) 0.9928 0.05 104, 130, 160
Butylamine 8.00 89.6 (1.7) 0.9940 0.04 118, 130, 174
Pyrrolidine 7.50 89.8 (2.5) 0.9976 0.03 116, 70, 172
Morpholine 7.92 93.1 (2.3) 0.9979 0.03 116, 88, 188
Piperidine 8.12 94.9 (1.7) 0.9976 0.04 128, 84, 186
Dibuthylamine 8.50 92.8 (2.2) 0.9978 0.03 130, 186, 230
N-Methylaniline 7.78 96.4 (1.0) 0.9994 0.01 151, 107, 207
Aniline 8.01 95.5 (1.5) 0.9993 0.01 93, 137, 193
Diphenylamine 8.93 96.8 (2.4) 0.9988 0.01 169, 141, 66
m-Toluidine 8.50 95.3 (1.4) 0.9982 0.01 150, 106, 207
Benzylamine 9.21 92.3 (3.8) 0.9924 0.01 150, 106, 207
Phenylethylamine 9.01 95.7 (2.0) 0.9994 0.01 164, 106, 221
2-Ethylaniline 8.50 95.5 (1.8) 0.9994 0.01 106, 121, 221
2,6-Diethylaniline 8.00 96.5 (1.4) 0.9995 0.01 148, 175, 249
3-Chloroaniline 8.50 94.8 (1.6) 0.9983 0.02 127, 171, 227
4-Ethylaniline 8.00 96.2 (1.7) 0.9996 0.01 165, 106, 221
4-Chloroaniline 8.50 94.9 (1.9) 0.9978 0.02 172, 152, 227
2,4-Dichloroaniline 8.90 94.7 (2.0) 0.9976 0.02 161, 205, 261
2,5-Dichloroaniline 9.00 94.8 (1.8) 0.9976 0.02 161, 205, 261
3,5-Dichloroaniline 9.00 94.8 (1.3) 0.9976 0.02 205, 161, 261
4-Bromoaniline 8.33 93.8 (4.2) 0.9954 0.05 171, 215, 271
2-Nitroaniline 9.00 92.3 (4.4) 0.9920 0.07 135, 106, 235
Piperazine 8.11 95.8 (2.2) 0.9978 0.01 187, 87, 287
�-Naphthylamine 7.90 94.3 (1.8) 0.9989 0.01 143, 187, 243
3-Aminophenol 8.00 93.8 (1.6) 0.9984 0.03 153, 209, 309
4-Aminophenol 8.06 93.9 (1.8) 0.9984 0.03 153, 209, 309
4-Methyl-o-phenylenediamine 8.50 92.6 (2.1) 0.9988 0.01 121, 221, 322
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-Aminobiphenyl 8.21 95.3 (2

= 7; quantifiers ions: QI1, QI2 and QI3.

mines in known volumes of these samples were performed in
even replicates using GC–MS in SIM mode. The concentrations
f amines were calculated by peak areas and these areas were
ompared with the calibration graphs of the standards. The opti-
um extraction pHs of each amine were investigated and most

f them were found to be around 8. The extraction pH of the
ethod was therefore selected to be 8. The recoveries of amines

t selected pH were also evaluated. The absolute recoveries of
mines from aqueous solution with relative standard deviations
R.S.D.s) at optimum and selected extraction pHs were reported
n our previous work [16]. The absolute recoveries of amines
or overall procedure described in this work was estimated con-
idering the recoveries of amines from aqueous solution with
.S.D.s at selected extraction pH and the recoveries of amines

rom air samples.
To evaluate recoveries of the compounds from air samples,

wo systems each composed of two drechsel bottles containing
00 mL of 0.1 M HCl solution were connected to constant flow
ir pumps separately. Another drechsel bottle containing 50 mL

f standard amine solution at the concentration of 10 ng/L of
ach of the amines was connected in front of one of these systems
nd the pumps were regulated at the same flow rate of 46 mL/s.
ir samples were then percolated through both systems simulta-

o
d
a
t

0.9982 0.01 213, 169, 269

eously. The recovery experiments were performed in triplicate
sing 10, 20 and 50 mL of standard solution (10 ng/L), respec-
ively, plus the blank value. In order to confirm the absolute
ecoveries from air, the recovery experiments were also per-
ormed in seven replicates using standard amines and clean air.
he aqueous phases containing the compounds of interest are
nalysed in the same way as described in Section 2. Obtained
esults revealed that water soluble amines were almost 100%
ith R.S.D.s within the range of 0.3–0.9 trapped into acidic solu-

ion and these results are in agreement with the results reported
y Skarping et al. [3] and Grönberg et al. [17]. The absolute
ecoveries of the compounds of interest for overall procedure
ith R.S.D.s at selected pH, correlation coefficients (R2), limits
f detection and quantifier ions (QI) are shown in Table 1.

As it has been reported in our previous work [16], derivati-
ation of dry residue obtained from the chloroform extract with
BCF was carried out in this work and lower limits of detec-
ion were obtained in comparison to the two-phase derivatisation
6,13,18–20]. The obtained results revealed that, the ion-pairs

f amines with BEHPA in chloroform may prevent the losses
ue to volatilization of low-molecular weight aliphatic amines
nd once derivatised it becomes easier to keep volatile amines as
heir isoBOC derivatives probably due to their higher molecular
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ass for the simultaneous determination of low-level aliphatic
nd aromatic amines in air and rainwater samples.

.3. Determination of aliphatic and aromatic amines as
heir isoBOC derivatives in air samples

In order to confirm the viability of the proposed method,
t was applied to indoor and outdoor air samples to deter-

ine various aliphatic and aromatic amines. Indoor and out-
oor air samples were collected simultaneously at six points in
onguldak province during Summer (May–September) times
f 2004–2005 and Winter (October–April) times of 2005–2006.
he indoor air samples (1 m3) collected from both smoking and
on-smoking areas were analysed for the compounds of interest
y the proposed method. Structural identification of isobuty-
oxycarbonyl derivatives of aliphatic and aromatic amines was
arried out by interpretation of the mass spectra and possible
atch with reagent grade standards’ spectra and existing library

ata obtained in EI mode and also confirmed by PNICI. Quanti-
ative analyses of the identified amines were performed in SIM

ode using their peak areas and the peak areas were compared
ith the calibration graphs. Total ion chromatogram of isobuty-

oxycarbonyl derivatives of aliphatic and aromatic amines iso-
ated from one of the indoor air samples (1 m3) collected from
moking area are shown in Fig. 3. The seasonal mean concen-
rations of amines determined in indoor air samples by using
he proposed method during Summer times of 2004–2005 and

inter times of 2005–2006 are shown in Table 2.
In the most of indoor air samples collected from smoking

reas in Zonguldak where the number of asthma patients is
nown as high, piperazine was found at the highest concentra-

3
ions to be up to 19.98 and 27.68 ng/m in Summer and Winter
imes, respectively, which can induce asthma and partly reacts
ith nitrite forming carcinogenic N-mononitrosopiperazine in

tomach when transported with saliva after inhalation [3]. Piper-

ig. 3. TIC of isobutyloxycarbonyl derivatives of aliphatic and aromatic amines
solated from one of the indoor air sample. (1) Methylamine, (2) dimethylamine,
5) propylamine, (8) morpholine, (10) dibutylamine, (11) N-methylaniline, (12)
niline, (13) diphenylamine, (17) 2-ethylaniline, (22) 2,5-dichloroaniline, (25)
-nitroaniline, (28) piperazine, (29) �-naphthylamine, (30) 3-aminophenol, (31)
-aminophenol and (32) 3,4-toluenediamine.
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zine was also found at relatively higher concentrations in
ndoor air samples collected from non-smoking areas up to
0.15 ng/m3 in Summer and 12.88 ng/m3 Winter times. Fur-
hermore, n-propylamine, butylamine and dibutylamine were
ound at relatively higher concentrations in indoor air samples
ollected from smoking areas in Winter times which were up
o 11.73, 22.10 and 6.72 ng/m3 and in indoor air samples col-
ected from non-smoking areas in Winter times up to 2.05, 6.75
nd 2.70 ng/m3, respectively. �-Naphthylamine, known to cause
ladder cancer in humans, was found in indoor air samples col-
ected from smoking areas at concentrations up to 4.48 ng/m3 in

inter times whereas it was not detected in the air samples col-
ected from non-smoking area and outdoor air samples during
ummer times.

In addition, aniline was also found in concentrations in indoor
ir samples collected from smoking areas up to 25.50 ng/m3 and
on-smoking areas up to 8.93 ng/m3. Furthermore, aniline was
ound at relatively higher concentrations in Summer time indoor
ir samples collected from smoking area at up to 13.02 ng/m3

rom non-smoking area up to 3.40 ng/m3 and outdoor air sam-
les up to 2.50 ng/m3. Aniline and its derivatives were found
elatively at higher concentrations in indoor air samples than
utdoor air samples. The source of aniline and its derivatives
n indoor air is likely due to smoking and widespread usage of
hese compounds in paints, cleaning products, shoe polishing
nd cosmetics [5,6].

The outdoor air samples (1 m3) collected from six differ-
nt points in Zonguldak province where pollution is very high
ue to mainly solid coal waste and where coal is also used for
entral heating between October and April were analysed by
he proposed method and the seasonal mean concentrations of
mines determined in outdoor air samples in Summer times of
004–2005 and Winter times of 2005–2006 are shown in Table 2.

Piperazine was found at the highest concentrations in out-
oor air samples at up to 9.67 ng/m3 in Summer times and
1.86 ng/m3 in Winter times. Furthermore, dimethylamine, n-
ropylamine, dibutylamine, aniline and p-toluidine were found
n outdoor air samples at relatively higher concentrations at up
o 2.52, 2.03, 0.45, 2.50 and 2.33 ng/m3 Summer times and 3.76,
.61, 3.80, 6.90 and 5.21 ng/m3 in Winter times, respectively.

The results obtained from outdoor air samples in Zongul-
ak showed that the concentrations of amines measured depend
ainly on the air temperature and frequency of rain. To prove

hat rainwater sample which was taken from the first rain after
few dry days was analysed and similar pattern in the chro-
atogram was found as in the outdoor air sample taken before

he rain. The seasonal mean concentrations of aliphatic and aro-
atic amines identified in rainwater samples during Summer

imes of 2004–2005 and Winter times of 2005–2006 are shown
n Table 2. The analyses of the air samples after the rain showed
hat the levels of the amines significantly dropped as a result of
emoval of the compounds from the atmosphere by rain. These
esults indicated the fact that there are significant correlations

etween the levels of amine compounds in outdoor air and rain-
ater samples as reported by Grönberg et al. [17].
The results revealed that the proposed method, as described

n our previous work [16], has been successfully applied to air
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Table 2
The seasonal mean concentrations of amines determined in air and rainwater samples collected during Summer times of 2004–2005 and Winter times of 2005–2006
in Zonguldak

Compounds Indoor air (Summer–Winter) Outdoor air (Summer–Winter) Rainwater (Summer–Winter)

Smoking area mean
concentrations (ng/m3)

Non-smoking area mean
concentrations (ng/m3)

Mean concentrations (ng/m3) Mean concentrations (ng/L)

Methylamine 1.05–1.76 0.46–0.85 0.26–1.30 0.10–0.12
Dimethylamine 1.11–3.46 1.68–3.41 2.18–2.96 0.47–2.43
Ethylamine ND–0.12 0.21–1.20 ND–0.35 ND–0.21
Diethylamine 1.35–1.92 0.61–0.80 0.83–0.62 ND–0.36
n-Propylamine 4.16–8.73 0.66–1.33 0.68–3.11 0.43–1.88
Butylamine 7.50–14.10 1.21–2.25 0.05–0.36 0.13–0.33
Morpholine 2.70–4.28 0.60–1.10 0.30–0.43 0.11–0.32
Piperidine ND–0.34 0.45–1.13 ND–0.04 ND–0.05
Dibuthylamine 1.11–4.72 0.79–1.26 0.15–2.60 0.21–0.43
N-Methylaniline 1.34–3.32 1.03–1.75 0.35–0.67 ND–0.11
Aniline 6.12–21.03 1.18–4.42 1.64–4.02 0.98–1.16
Diphenylamine ND–0.48 0.03–1.30 ND–0.06 ND–ND
m-Toluidine ND–0.54 ND–0.03 ND–0.21 0.08–0.16
Benzylamine ND–0.65 ND–0.16 ND–0.36 0.56–1.06
Phenylethylamine ND–ND 0.50–ND 0.06–0.18 0.12–0.18
2-Ethylaniline ND–0.45 0.93–ND ND–ND ND–ND
p-Toluidine 1.11–16.17 1.08–4.68 0.94–2.85 0.89–1.62
2,6-Diethylaniline ND–0.20 0.21–ND 0.23–0.27 ND–ND
4-Ethylaniline ND–0.56 0.08–0.72 0.08–0.49 0.13–0.24
4-Chloroaniline 0.40–0.42 0.49–0.78 0.08–0.23 0.52–1.81
2,4-Dichloroaniline 0.09–0.66 ND–1.00 0.20–0.25 0.12–0.78
2,5-Dichloroaniline 0.12–0.13 0.53–1.05 0.12–0.66 0.34–0.58
3,5-Dichloroaniline ND–0.47 0.18–0.56 0.08–0.32 0.08–0.25
4-Bromoaniline ND–ND 0.10–ND 0.24–ND 0.18–0.60
2-Nitroaniline 0.42–1.21 0.32–0.96 0.38–0.62 0.21–0.71
Piperazine 8.30–21.62 4.85–9.58 3.41–9.00 0.18–3.20
�-Naphthylamine 1.32–2.71 0.07–1.66 0.18–0.67 0.07–0.14
�-Naphthylamine 1.54–2.38 ND–1.05 ND–0.33 ND–0.16
3-Aminophenol 0.62–ND 0.44–0.51 0.34–0.45 0.22–0.53
4-Aminophenol 1.20–2.23 1.16–1.52 0.41–0.87 0.24–0.59
Methyl-o-phenylenediamine ND–ND ND–0.76 0.10–0.34 0.32–1.42
4
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-Methyl-o-phenylenediamine 0.44–1.03 0.06–0.45
-Aminobiphenyl 0.42–0.98 0.38–0.70

≥ 6; ND: not detected; Summer: May–September (while central heatings off)

nd rainwater samples with some suitable modifications for the
imultaneous determination of aliphatic and aromatic amines.
he obtained recoveries ranged from 75.6 to 96.8% and the
recision of this method, as indicated by the relative standard
eviations (R.S.D.s) was within the range of 1.0–4.4%. The lim-
ts of detection obtained from calculations by using GC–MS
esults based on S/N: 3 were within the range from 0.08 to
.01 ng/m3. The detection limits differ substantially for the var-
ous amines determined, but all were below our stated limits of
etection. Excellent linearity was obtained in the concentration
ange of 0.01–25 ng/L, with correlation coefficients (R2) in the
ange of 0.9920–0.9996.

. Conclusions

Consequently, the method described in this study has been

hown to be suitable with satisfactory accuracy and good repro-
ucibility for the qualitative and quantitative determination
f aliphatic and aromatic amines at the levels of ng/m3 in air
amples.

R

0.06–0.40 0.43–1.52
ND–0.05 0.07–0.22

er: October–April (central heatings on).

Through the obtained results, it may be concluded that, the
ethod developed can be proposed as a procedure in the mon-

toring of trace levels of aliphatic and aromatic amines in a
ariety of environmental samples including indoor air, outdoor
ir and rainwater to protect human health and the environment
ecause of human exposure to these compounds through diet
nd inhalation, due to its effective selectivity in isolation, effi-
ient derivatisation and higher sensitivity in comparison to the
ost of the other methods available.
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bstract

A differential pulse polarographic (DPP) study of the Pb2+/Cys-Gly, Pb2+/�-Glu-Cys, Pb2+/PC2 and Pb2+/PC3 systems is performed, being PC2 and
C3 the phytochelatins of general structure (�-Glu-Cys)n-Gly, with n = 2 and 3, respectively. Analysis of DPP data is assisted by multivariate curve
esolution with alternating least squares (MCR-ALS) method in order to establish the complexes formation sequence and their final stoichiometries.

PP signals of these systems present, besides overlapping of peaks due to free metal ion and metal complexes, interference of mercury anodic

ignals. Despite these complications, MCR-ALS allows us to propose a model of complexation for each system, and some tentative structures for
he complexes.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Heavy metals can cause serious damages – even at very low
oses – by replacing essential elements on biological functions.
his makes indispensable the heavy metal detoxification of con-

aminated soils in order to avoid their entry in the trofic chain.
mong the methods to remove/immobilize metals, bioremedia-

ion (the process of using organisms to restore damaged areas)
resents the advantages of being cheap and non-destructive to
cological systems [1].

In response to an excessive uptake of certain heavy metal
ons, plants, algae and many fungi can induce the intracellular
ynthesis of Cys-rich polypeptides [2,3]. These peptides, named
hytochelatins (PCn), have the general structure (�-Glu-Cys)n-
ly, where n can be as high as 11, but is generally in the range
f 2–5. In the case of mammalians, heavy metal regulation is
hrough metallothioneins (MT) that are also proteins with high
ontent in thiol groups.
The synthesis of PCn in plants and algae has been widely
emonstrated both in laboratory cultures and in field studies, and
he recent advances in the understanding of PCn biosynthesis and

∗ Corresponding author. Tel.: +34 93 402 15 45; fax: +34 93 402 12 33.
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te curve resolution

ts function are derived predominantly from molecular genetic
pproaches using model organisms [3–6]. However, sequence
f formation and final stoichiometry of PCn-metal complexes is
till not totally known. By this reason, it is of great interest to
tudy these complexation processes to understand and optimize
hytoremediation.

Voltammetric techniques have proved to be useful for the
tudy of heavy metal complexation by MT [7,8] and PCn [9,10]
ecause they allow working at the cellular concentration and
ecause the strong dependence of voltammetric signals on the
etal speciation. In fact, differential pulse polarography (DPP)

rovides signals for the different species of the system: free
eptide, free metal ion and metal bound in different chemical
nvironments. The application of multivariate curve resolution
ith alternating least squares (MCR-ALS) to DPP data allows

he characterization of involved systems taking profit of its great
apability to resolve highly overlapped signals [11–13]. Such
pproach has been satisfactorily applied in the study of Cd-PC2
nd Cd/Zn-PC3 systems [14,15], of Cd/Zn with �- and �-MT
omain [16] and of Zn-glutathione-fragment systems [17].

In the present paper, the complexation of PC2, PC3 and two

lutathione-fragments with Pb2+ has been considered. Although
carano and Morelli [9] induced PCn formation in algae and
tudied their metal complexes (including lead) by DPP or by
ombination of size-exclusion chromatography with off-line
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etection of PC by HPLC, and metal ion by atomic absorption
pectrometry [18], to the best of our knowledge, Pb2+ has been
ot systematically studied in the presence of PCn until now.

In a previous work [19], the complexation of Pb2+ by glu-
athione was investigated, obtaining satisfactory results but
emarking the experimental and data treatment difficulties due to
he interference of the anodic signals of mercury. These signals
ome from the formation of mercurous thiolate of the pure lig-
nds. Thus, for instance, a cysteine mercurous thiolate Hg2(SR)2
s formed when the potential previous to the DPP pulse is suf-
ciently positive to produce mercury oxidation [20], what is
avored by the presence of a complexing medium:

Hg0 � Hg2
2+ + 2e− (1)

RS− + Hg2
2+ � Hg2(SR)2 (2)

In a similar way, other mercury thiolates [21–23] can be
ormed and then, when a reducing potential pulse is applied,
wo kinds of processes can take place:

g-PCn+mH+ +pe− → Hg0 + PCn (protonated) (3)

g-PCn+ M2+ +pe− → Hg0 + M2+-PCn (4)

oming out the free ligand and the complex signal that are related
o the anodic processes. The potentials of these anodic signals
epend on the Hg-ligand bond and on the ligand equilibria, but
hey appear in the Pb2+ reduction region, thus yielding overlap-
ing signals and hindering the resolution of the systems. Then,
rom a methodological point of view the resolution of these sys-
ems has great interest as examples of particularly complicated
ases.

. Experimental

.1. Chemicals and instrumentations

Cys-Gly and �-Glu-Cys were provided by Sigma with a
urity of 85% PC2 and PC3 by Diver Drugs with a purity of 91.8
nd 91.4%, respectively. All other reagents used were Merck
nalytical grade. Pb2+ stock solutions were prepared by dissolv-
ng Pb(NO3)2 in water and standardized complexometrically
24]. 0.01 mol L−1 maleic acid/maleate buffer solutions were
sed for pH regulation and ionic strength control. Maleate forms
eak and labile Pb2+-complexes [25] that can be easily consid-

red as side reactions using the formalism of conditional stability
onstants. All solutions were prepared in ultrapure filtered water
Milli-Q plus 185, Millipore).

Differential pulse polarography (DPP) measurements were
erformed in an Autolab system PGSTAT20 (EcoChemie, The
etherlands) attached to a Metrohm 663 VA stand (Metrohm,
witzerland) and a PC with GPES4 software (EcoChemie). An
rion SA 720 pH-meter was used for pH-monitoring during the

xperiments. All measurements were carried out in a glass cell at

oom temperature (20 ◦C) under a purified nitrogen atmosphere
SEO N50). Working, reference and auxiliary electrodes were a
tatic mercury drop electrode (SMDE, drop area of 0.5 mm2), an
g|AgCl|3 mol L−1 KCl reference electrode and a glassy carbon

w
m
M
l
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lectrode, respectively. Pulse time of 50 ms, pulse amplitude
f 50 mV, drop time of 0.8 s and potential step of 4 mV were
sed.

.2. Procedure

In titrations of peptide with Pb2+, 20 mL of 2 × 10−5 mol L−1

eptide solution in maleic/maleate buffer (pH 6.8) are placed into
he cell and purged with nitrogen during 40 min. Then, a DPP
urve is recorded. After that, aliquots of a 5 × 10−4 mol L−1

b2+ solution are added and DPP curves recorded. Between addi-
ions, solutions are purged and mechanically stirred for 1.5 min.
itrations are also performed in the opposite way: 20 mL of
× 10−5 mol L−1 Pb2+ solution are placed into the cell and, after
eareation and measurement, aliquots of 2.5 × 10−4 mol L−1

eptide are done, and the corresponding DPP curves recorded.

. Data treatment

Voltammograms are smoothed, baseline-corrected, and con-
erted into data matrices by means of some homemade programs
mplemented in Matlab [26]. When a non-negligible volume
f titrant solution is added, data are also corrected for dilu-
ion. Multivariate curve resolution with alternating least squares
MCR-ALS) analysis of data is done by several homemade Mat-
ab programs available at: http://www.ub.es/gesq/mcr/mcr.htm.

The main object of MCR-ALS and its different steps have
een described elsewhere [11–16,27]. However, it is important
o remark for further discussions that in the frame of MCR-ALS
pplication to electrochemical data, the concept of “component”
ust not be interpreted as a chemical species, as it happens with

pectroscopic data, but to an electrochemical process giving a
ignal (including physical phenomena like, for instance, elec-
rodic adsorption of a species [14]).

Relevant constrains used here in MCR-ALS treatment are:
electivity, non-negativity and signal shape (to describe the
xpected peak-shaped signal by a proper parametric equa-
ion [12]). The chemical equilibrium constrains for successive,

ononuclear and electroactive complexes is also considered
n some cases in the present work. This approach consists of
tting a set of complexation constants �1· · ·�n to the concen-

ration profiles obtained at every ALS iteration. This requires
he assumption of a complexation model, i.e., the number and
toichiometry of metal complexes and some initial estimates of
he stability contants [28]. The constrain is based on the combi-
ation of mass balances and equilibrium constants to yield the
olynomial equation:

L]n+1βn + [L]n{βn(ncTM − cTL) + βn−1}
+ [L]n−1{βn−1((n− 1)cTM − cTL) + βn−2}
+ · · · − cTL = 0 (5)
here β0 = 1 and cTM and cTL are the total concentrations of
etal and ligand, respectively. Using the command roots of
atlab it is possible to find a numerical solution for the free

igand concentration [L], which, for a set of cTM and cTL values,
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ig. 1. Current data matrix obtained in the DPP titration of 2 × 10 mol L Cy
b) and concentration profiles (c) obtained in the MCR-ALS analysis of the dat

llows one to obtain the equilibrium concentration of all metal
pecies from �1· · ·�n (betacalc program) and vice versa (betafit
rogram).

Once the ALS decomposition has been performed, the result-
ng matrices must be analyzed: matrix VT gives normalized
ndividual voltammograms for each component (process), while

atrix C gives their concentration profiles. When the equi-
ibrium constrain is applied, besides the optimized C and VT

atrices, an optimized set of complexation constants is obtained.
he analysis of this information allows us to obtain the possi-
le stoichiometries (provided by the metal–ligand ratios where
pecies appear, disappear or stabilize), some suggestions about
he relative stability of metal bindings and, as a consequence,
f the complexes (the more negative is the peak potential, the
ore stable are the bindings of the complex), and, in some cases,

ome indications about reversibility or presence of adsorption
henomena. The relative error of I matrix decomposition is

xpressed as a percentage of lack of fit (lof).

In the following the components described from MCR-ALS
nalysis are numbered according to their situation on the poten-
ial axis.

a
n
b

with Pb at pH 6.8 (a), the corresponding normalized unitary voltammograms
detail of a part of the matrix (d).

. Results and discussion

.1. Pb2+/Cys-Gly system

Fig. 1a shows the evolution of the DPP curves recorded in
he titration of Cys-Gly with Pb2+. Singular value decomposi-
ion (SVD) of the data matrix suggests the existence of at least
our components (results not shown). However SVD does not
rovide conclusive information but guidance for further steps in
CR-ALS since different electrochemical processes behaving

n a similar way could be not resolved by SVD and thus consid-
red as a single component [12]. This can be the present case,
here the reduction processes of Pb2+-complexes are associated

o several anodic processes due to Hg electrode (see further).
s discussed later, the application of constrains in MCR-ALS

especially signal-shape), allows one to resolve some of these
mbiguities.
The best MCR-ALS results (lof = 5.7%) were obtained
ssuming five components, and applying constrains of non-
egativity for both concentrations and signals, selectivity at the
eginning of the titration and signal-shape for the voltammo-
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ig. 2. Current data matrix obtained in the DPP titration of 1 × 10−5 mol L−1 P
oncentration profiles (c) obtained in the MCR-ALS analysis of the data, and d

rams of all components except component 4 because, as it can
e observed, component 4 shows a peak at ca. −0.60 V and a sec-
nd minor peak at ca. −0.35 V. In Fig. 1b, component 2 is clearly
ssociated to the reduction of free Pb2+, whereas component 3
epresents the electrode process of Cys-Gly, i.e., the reduction of
he Hg-Cys-Gly complexes formed on the Hg electrode surface,
s observed previously [17]. The rest of components are related
o the reduction of Pb2+ bound to Cys-Gly in different ways.

From concentration profiles in Fig. 1c, it can be deduced that
omponent 4 is related to the reduction of a 1:2 Pb2+:Cys-Gly
omplex since it reaches a maximum at a ratio close to 0.5,
hen stabilizes and at ratios greater than 1 begins to decrease.
omponent 1 shows a qualitatively analogous behavior to com-
onent 4; this feature, added to the fact that its peak potential
s pH-independent (experiments not shown) and less negative
han the reduction potential of free Pb2+, suggests that compo-
ent 1 is related to anodic Hg processes where the Pb complexes
re involved [17]. Such processes can be very intricate and
ometimes cannot be explained with a single component. In the
resent case, most of the evolution of the signal is explained with

omponent 1 and it seems that the lower peak of component 4
xplains the additional variations of the anodic signal that are
roduced as the 1:2 Pb2+:Cys-Gly complex is formed. It must be
oted that the use of two components to explain the anodic signal

H
r
t
s

ith Cys-Gly at pH 6.8 (a), the corresponding unitary voltammograms (b) and
f a part of the matrix (d).

roduced poorer results than the ones here described. The previ-
us assignments of components 2 and 3 to free Pb2+ and Cys-Gly,
espectively, are consistent with the stoichiometry proposed for
he complex (component 4) because Cys-Gly disappears at the
b2+:Cys-Gly ratio of 0.5 and then free Pb2+ appears. The pro-
osal of a fifth component has been necessary to justify the shift
f the signal at more negative potentials once it reaches a max-
mum of intensity (Fig. 1d), and to achieve satisfactory results.
his kind of potential shift means a serious problem in the MCR-
LS analysis of voltammetric data because it can be caused by

ome phenomena (equilibria among different species, loss of
eversibility, presence of electrodic adsorption) that generate a
oss of linearity on the measured current. The achievement of
inearity (required by MCR-ALS) is reflected in voltammetry by
fix potential peak for each electrochemical process. The over-
ll evolution of the concentration profiles of components 4 and
is not conclusive and the reverse titration must be considered.
In the titration of Pb2+ with Cys-Gly (Fig. 2), a first MCR-

LS analysis shows two components (numbers 4 and 5) related
o two different complexes, two components associated to anodic

g processes (components 1 and 3) and the component due to the

eduction of free Pb2+ (component 2). The hypothesis of forma-
ion of two complexes (probably with 1:1 and 1:2 Pb2+:Cys-Gly
toichiometries) is held by the picture of the zone where the
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Table 1
Tentative structures for the proposed complexes of the studied Pb2+-peptide
systems

System Complexes Models

Pb–Cys-Gly ML

ML2

Pb–PC2 ML

M2L

Pb–PC3 ML

M2L
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lack balls correspond to thiol groups and grey balls to Pb(II).

omplexes appear (Fig. 2d), showing the progressive shift of the
eak towards more negative potentials since the beginning of
he titration, just the opposite to the previous titration. In order
o verify this hypothesis, the equilibrium constrain was applied
o components 2, 4 and 5 (related to free Pb2+, 1:1 and 1:2 com-
lexes, respectively) in a new MCR-ALS analysis of the data
atrix from the titration of Pb2+ with Cys-Gly. The fitting was

uite satisfactory (lof = 9.7%) providing the stability constant
alues of log β1 = 6.10 ± 0.02 and log β2 = 11.19 ± 0.03 for the
:1 and 1:2 complexes, respectively, and both the unitary voltam-
ograms and concentration profiles (Fig. 2). In Fig. 2c it can

e seen that the components 2, 4 and 5, related to the species
nvolved in the equilibrium constraint, present smoothed con-
entration profiles, in the same way as the unit voltammograms
onstrained to signal shape, whereas the concentration profiles
ot restricted to the equilibrium constraint (components 1 and
) accumulate more noise than in previous cases (e.g. Fig. 1c).
he goodness of these results confirms the formation of two
uccessive complexes with the tentative structures proposed in
able 1.

2+
.2. Pb /γ-Glu-Cys system

The data matrices obtained in the DPP titrations of �-Glu-Cys
ith Pb2+ and vice versa are qualitatively comparable to those of

w
t

t

71 (2007) 344–352

he Pb2+-Cys-Gly system (Figs. 1a and 2a, respectively), but with
he signals due to the anodic Hg processes more strongly over-
apped to the signals associated to the reduction of both free and
omplexed Pb2+. After several analyses of these data by MCR-
LS, satisfactory results and conclusions were not achieved.
owever, it seems that, as in the previous system, a 1:2 com-
lex predominates in the titration with Pb2+ (results not shown).
o useful information can be drawn from the titration with
eptide.

.3. Pb2+/PC3 system

Because of some additional complications on the Pb2+/PC2
ystem as respect to Pb2+/PC3, systematic study of Pb2+/PC3 is
rstly described.

The SVD analysis from the data matrix of the titration of PC3
ith Pb2+ (Fig. 3a) suggests the existence of five components.

n MCR-ALS analysis, constrains of non-negativity for both
oncentrations and signals, selectivity for PC3 at the beginning
f the titration and for all those species whose concentrations
ecome zero along the titration and, finally, signal shape for the
oltammograms of all species out of component 5 are applied.
he reasons for not applying signal shape constrain to compo-
ent 5 are essentially the same as in the case of component 4 in
b/Cys-Gly system. Figs. 3b and c summarize the most satis-
actory MCR-ALS results achieved (lof = 7.4%).

Component 4 is clearly associated with PC3 because it is the
nly that appears before the addition of Pb2+. The electrochem-
cal process behind this signal is probably the reduction of the
g-PC3 complex formed due to the previous oxidation of Hg in

he presence of PC3, as it happens with many sulfur compounds
23]. Free PC3 disappears at a Pb2+-to-PC3 ratio close to 1.0.
his value is determined from the projection of the initial profile
f component 4.

Component 2 is undoubtedly due to the reduction of the
ree Pb2+ because of its location (Fig. 3b). Moreover, at ratios
igher than 2, the added Pb2+ remains free and its concentration
ncreases linearly (Fig. 3c).

Components 3 and 5 seem to correspond to the reduction
f Pb2+ bound to PC3 in different manners. An explanation of
he complexation sequence could be as follows: when Pb2+ is
dded to PC3, and until a Pb2+-to-PC3 ratio of 1.0, a very sta-
le 1:1 complex, with Pb2+ very strongly bound to two thiols
f the same PC3 molecule, is formed (related to component 5).
s more Pb2+ is added, the concentration of this 1:1 complex

emains constant but another two components appear until Pb2+-
o-PC3 ratios slightly higher than 2. Component 3 seems to be
elated to the reduction of other Pb2+ bound at quite less nega-
ive potential than the other. Thus, the final compound is a 2:1
b2+:PC3 complex, and component 3 may be the reduction of the
b2+ bound to the sulfur atom that remains free in PC3 after the
inding of the first Pb2+. This description takes into account the
volution of concentration profiles, and the Pb2+-to-PC3 ratios

here components appear, desappear or stabilize. Table 1 shows

he proposed tentative structures of these complexes.
As mentioned previously for peptidic fragments, and due to

he location of its normalized unitary voltammogram (Fig. 3b),
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ig. 3. Current data matrix obtained in the DPP titration of 2 × 10−5 mol L−1

nitary voltammograms (b) and concentration profiles (c) obtained in the MCR

omponent 1 may be the anodic signal associated to component
because they evolute in parallel (Fig. 3c).
Stabilitation of components 3 and 1 occurs at ratios higher

han 2 (Fig. 3c). This is probably due to the adsorption of the
omplex onto Hg electrode, increasing the signal currents, and
onsequently, the concentrations profiles.

Concerning the titration of Pb2+ with PC3 (Fig. 4a), the large
ackground of the data matrix associated to anodic processes is
he predominant feature. SVD cannot yield reliable results due to
he deficiency of rank of the data, i.e., the number of components
hat may be linearly interdependent in their contributions to the
otal current is high. Thus, components 1 and 2 are related to
he anodic processes associated with the appearance of free PC3
component 4) and of a complex (component 5), respectively.
inally, component 3 corresponds to the reduction of free Pb2+.
espite the species distribution (Fig. 4c), when MCR-ALS is
pplied without the signal shape constrain (Fig. 4b), the normal-
zed unitary voltammogram of the complex includes two minor
nodic signals. Although this profusion of anodic signals means
limitation in the estimation of stoichiometries, from concen-

o
s
t
p

u-Cys)3Gly (PC3) with Pb2+ at pH 6.8 (a), and the corresponding normalized
analysis of the data.

rations profiles diagram (Fig. 4c) a 1:1 complex seems to be
ormed. The greatest ambiguity is in the stoichiometry of the
omplex because of the almost total overlapping with the signal
ue to free PC3 (component 4). It appears from that diagram
hat the M2L complex is not formed, as we expected, even at
he beginning of the titration, when the excess of free Pb2+ is
igh. This fact probably responds to the preference of Pb2+ to be
trongly bound by two sulfur groups of the same PC3. In spite of
ll these considerations, the error associated to the MCR-ALS
ecomposition is considerably low (lof = 5.3%).

.4. Pb2+/PC2 system

The comparison of matrices for the Pb2+/PC3 system with
hese of PC2 shows similar evolutions. So, in MCR-ALS analysis
f data from the titration of PC2 with Pb2+ (Fig. 5), the number

f components considered and constrains applied have been the
ame than for PC3 system. The best results (lof = 9.9%) yield
he normalized unitary voltammograms and the concentration
rofiles of Figs. 5b and c.
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ig. 4. Current data matrix obtained in the DPP titration of 1 × 10−5 mol L−1

nitary voltammograms (b) and concentration profiles (c) obtained in the MCR

From MCR-ALS analysis, component 4 is due to the reduc-
ion of free PC2 (the only species at the beginning of the titration)
nd component 2 to the reduction of free Pb2+. In agreement
ith Pb2+/PC3 system, components 3 and 5 seem to correspond

o the reduction of Pb2+ bound to one and two sulfur groups of
C2, respectively. Finally, component 1 should correspond to

he anodic signal associated to component 3.
Nevertheless, in this system some problems make more dif-

cult to extract a complexation picture from this experiment. At
rst, occurrence of the second complex (related to component
) is quite lower, and it comes out from a zone where anodic sig-
als associated to the first complex are significant. This, together
ith the overlapping of components 4 and 5, hinders the good

esolution of characteristic M:L ratios to deduce when the dif-
erent species appear, disappear or stabilize. At second, when
he signal associated to the first complex (component 5) reaches

quasi-plateau, a progressive potential shift to more negative

alues takes place, as in the Pb2+/Cys-Gly system, but in minor
xtension. Then, if two different components are considered for
his unique signal, the concentration profile of the first complex
ould be too affected; but, if we consider only one component

m
p
c
a

with (�-Glu-Cys)3Gly (PC3) at pH 6.8 (a), and the corresponding normalized
analysis of the data.

or this signal (component 5), its concentration profile does not
tabilize until a M:L ratio much higher than the real one.

Despite these considerations, a tentative complexation pro-
ess can be formulated by comparison with the Pb2+/PC3 system.

hen Pb2+ is added to PC2, a very stable 1:1 complex (related
o component 5) is formed until a M:L ratio of ca. 1.0 (Fig. 5c),
here free PC2 decreases significantly (component 4). For such
deduction, a projection of the initial profile must be observed

t a ratio of ca. 1. Deviations from that projection are because
f the strong overlapping of the signals. As in Pb2+/PC3, Pb2+

s bound to two thiol groups of the same PC2 molecule. When
ore Pb2+ is added, new components 1 and 3 (with small con-

entration profiles) appear. Component 3 seems to correspond
o the reduction of a Pb2+ bound to only one thiol group (as its
otential at quite less negative value than for component 5 indi-
ates) and component 1 to its anodic process. Since free Pb2+

component 2) does not appear until a ratio of ca. 1.2 (deter-

ined from the extrapolation of final part of its concentration

rofile) and free PC2 is absent, a small fraction of 1:1 Pb2+/PC2
omplex could liberate one thiol group to allow the entrance of
new Pb2+ in the structure (Table 1). The calculated concentra-
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ig. 5. Current data matrix obtained in the DPP titration of 2 × 10−5 mol L−1

nitary voltammograms (b) and concentration profiles (c) obtained in the MCR

ion profile of the first (1:1) complex (related to component 5)
oes not fall due to the signal shift mentioned before, and the
esulting ambiguity created in the MCR-ALS analysis. At the
nd of the experiment, at M:L ratios of 1.5 or higher, it can be
oncluded that the most important fraction of PC2 is strongly
ound by one Pb atom forming a ML complex, and the rest of
C2 fraction is more weakly bound by two Pb atoms, forming a
2L complex.
The titration of PC2 with Pb2+ gives similar data than that

or PC3 (Fig. 4a) but, in this case, two highly overlapped anodic
ignals can be seen at both sides of free Pb2+ signal. These
eatures cause a high ambiguity in MCR-ALS results, thus being
mpossible to precise a concentration profile for free Pb2+ and,
herefore, an acceptable complexation sequence.

. Conclusions
The combined use of DPP and MCR-ALS allows us to detect
he presence of differently bound Pb(II) providing information
o propose complexation models between lead and different
ys-containing peptides. From the analysis of the concentra-

t
B
a
S

u-Cys)2Gly (PC2) with Pb2+ at pH 6.8 (a), and the corresponding normalized
analysis of the data.

ion profiles and taking into account the relative position of the
PP peaks, tentative structures for Pb2+/Cys-Gly, Pb2+/PC2 and
b2+/PC3 systems are proposed (Table 1). The results are very
atisfactory because of the additional problem due to the inter-
erence from the anodic mercury signals in the presence of those
igands that overlap with the peaks of the free metal ion and the

etal complexes. Only the Pb2+/�-Glu-Cys system could not be
atisfactorily resolved.

Thus, the valuable information obtained in this study
although requiring further confirmation by structural tech-
iques) suggests that the methodology used can play a key role
n the study of metal binding by PCn.
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bstract

The use of a permeation liquid membrane system for the preconcentration and separation of nickel in natural and sea waters and subsequent
etermination by atomic absorption spectroscopy is presented. 2-Hydroxybenzaldehyde N-ethylthiosemi-carbazone (2-HBET) in toluene is used
s the active component of the liquid membrane. A study strategy based on a simplex design has been followed. Several chemical and physical
arameters were optimized. Maximum permeation coefficient was obtained at a feed solution pH of 9.4, 0.3 mol l−1 of HNO3 in the stripping
olution and 1.66 mmol l−1 of 2-HBTE in toluene as carrier. The precision of the method was 4.7% at 95% significance level and a detection limit
f 0.012 �g l−1 of nickel was achieved. The preconcentration procedure showed a linear response within the studied concentration range from 3
o 500 �g l−1 of Ni in the feed solution. The method was validated with different spiked synthetic seawater and certified reference water samples:

MDA-62 and LGC 6016, without matrix interferences and showing good concordance with the certified values, being the relative errors −5.9%
nd −2.2%, respectively. Under optimal conditions, the average preconcentration yield for real seawater samples was 98 ± 5%, with a nickel
reconcentration factor of 20.83 and metal concentrations ranging between 2.8 and 5.4 �g l−1.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Many heavy metals are toxic and cause environmental dam-
ge, such as nickel. This metal is released into the aquatic
nvironment from dissolution of rocks and soil, atmospheric
allout and biological cycles. Also, the high consumption of
ickel products in industrial activities and sewage waste-waters
nevitably leads to environmental pollution.

Nickel is an essential metal to plants and some animals, being
component of the enzyme urease and of five other important

nzymes [1]. It is moderately toxic element but can cause aller-
ic reactions and certain nickel compounds are carcinogenic

2].

Natural water contains low concentration levels (0.5-
.5 �g l−1), being background level of 0.3 �g l−1 in river

∗ Corresponding author. Tel.: +34 956 016362; fax: +34 956 016460.
E-mail address: dolores.galindo@uca.es (M.D. Galindo-Riaño).
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mination of nickel; 2-Hydroxybenzaldehyde N-ethylthiosemicarbazone

ater [3] and 0.7 �g l−1 in surface seawater [4]; but those are
ncreased owing to pollution of water (i.e. nickel concentration
n Mersey Estuary (UK) ranged from about 0.59 to 13.5 �g l−1

10–230 nmol l−1) [5].
Considering the low content of nickel in environmental sam-

les, sensitive analytical techniques are required. Nickel deter-
ination in water samples usually could be carried out directly

y atomic spectrometry: inductively-coupled plasma optical
mission (ICP-OES) or electrothermal and flame atomic absorp-
ion spectrometry (ETAAS and FAAS), although the detection
imits is not sufficient when the concentrations are too low; more-
ver, seawater samples with high salinity require simplifying the
atrix prior the analysis. So, preconcentration is an effective
eans for analyzing both complex matrices and samples with

ow levels of metal.

Many preconcentration techniques have been proposed. Var-

ous methods of preconcentration of analytes prior to determi-
ation with atomic spectrometry are based on solvent extraction
6–9], but sometimes these procedures cannot be combined with
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CP-OES, ETAAS or FAAS, because of difficulties of intro-
ucing organic solvents into plasma, furnace or flame [10]. So,
xtraction-stripping methods have been used among others.

Permeation liquid membrane (PLM) techniques offer a
otential attractive alternative to these conventional processes
n that they combine the process of extraction and stripping in a
ingle unit operation. Two aqueous phases are separated by an
mmiscible membrane liquid. Preconcentration and separation
f analyte occurs automatically as soon as the permeation mem-
rane, containing specific metal ion carrier (extracting agent), is
n contact with the feed solution. The flux through the membrane
s the key factor of interest [11]. Three basic PLM systems can
e used: bulk (BLM), supported (SLM) and emulsion (ELM)
iquid membranes; in this paper, a BLM system has been used
ecause of simplicity to use [12].

The applications of PLMs to analysis of natural waters show
any potential advantages: high selectivity, reduced sample

andling, easy automation and useful in field or in situ analysis.
lso, these systems can provide free and other chemical forms
f the test metals, being useful for speciation studies of environ-
ental relevance [13]. Different reagents can be employed for

ample enrichment and separation in trace analysis of metals in
aters. One possibility is to use ion-pairing reagents (counter

on transport extraction) (di-2-ethylhexylphosphoric acid
DEPHA) [14], methyltrioctylammonium chloride (Aliquat
36) [15], laurate anion (LA) [11]). Another possibility is to
se complexation equilibria, involving reagents such as crown
thers (1,10-didecyl-diaza-18-crown-6 (Kriptofix 22DD) [16],
ibenzo-18-crown-6 [17]), calixarenes (5,11,17,23,29,35-hexa-
ert-butyl-37,39,41-tri-methoxy calyx[6]arene-38,40,42-triol
18]), organophosphorous compounds (triisobutylphosphine
ulphide (Cyanex 471X)[19]; tributylphosphate (TBP)[20];
hosphine oxide (Cyanex 923)[21,19], tri-n-octyl-phospine
xide (TOPO) [18]), benzoylthiourea derivates (N-benzoyl-
′,N-diheptadecylthiourea [22]), 8-hydroxyquinoline [23], . . .
ometimes, a combination of these possibilities increases the
fficacy of the system using synergic reagents. In most cases,
he reported methods were applied to industrial waste water,
ynthetic water, river water or spiked seawater. There were
nly few applications to real seawater [17,18,24], but usually,
he permeation fluxes were lower in seawater because the
o-transport of other metals ions (principally, ions of seawater
aline matrix) was an interference. So, the efficacies of the
rocesses usually were not of 100% (40–95%). Papantoni et
l. [23] have proposed a PLM system for the preconcentration
f Ni using a combination of two extraction mechanisms
8-hydroxyquinoline in the donor solution and Aliquat-336 in
he membrane liquid) with efficiency of 70%.

The use of ligands with imine group has been proposed
reviously for us as carrier in BLM [25]. This group of reagents
hows interesting properties as complexing agent of transition
etal ions: metallic complexes are quickly formed, usually as

eutral chelates and the selectivity can be enhanced depending

n pH values. A 100% preconcentration of Cu and Cd was
btained using 2-acetylpyridine benzoylhydrazone in real
eawater, showing the potential applicability of these reagents
25].
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a 71 (2007) 165–170

In this paper, the preconcentration and separation of nickel
n water using a new BLM system with an imine ligand is pre-
ented. A liquid membrane containing 2-hydroxybenzaldehyde
-ethylthiosemicarbazone (2-HBET) dissolved in toluene as
arrier was used. 2-HBET is a multidentate ligand of transi-
ion metals with five potential coordination sites (3N, 1O and
S atoms) [26]. After enrichment, metal was determined in the
eceiving acid solution by flame or furnace atomic absorption
pectrometry, simple and conventional techniques. The effect
f chemical and physical variables on the transport of nickel
hrough the liquid membrane was studied using a modified sim-
lex method [27]. The analysis of nickel in natural waters was
ossible, even in seawater samples. The method offers impor-
ant advantages such as simplicity and economy and enables
liminating matrix interferences in waters.

. Experimental

.1. Instrumentation

The cell used for the transport experiments was a cylindrical
lass cell (11.34 cm i.d.) with a concentric glass tube (2.56 cm
.d.) which contained separated two aqueous phases (described
lsewhere [25]). The feed solution was placed into the external
ylinder (Vf = 250 ml) and the stripping solution (receiving solu-
ion) was transferred into the inner cylinder (Vs = 12 ml). Liquid
rganic phase with carrier was added on the top of both aqueous
olutions. The membrane area in contact with the two aqueous
olutions was 95.85 cm2. In these conditions the preconcentra-
ion factor was 20.83, provided by the ratio Vf/Vs. Solutions
n the cell were stirred with two Teflon-coated magnetic bars
y using a model Agimatic-S magnetic stirrer (Selecta, Spain).
ransport experiments were carried out with temperature control
sing a thermostatic bath (TECTRON-100, 3473100, Selecta,
pain).

An atomic absorption spectrometer (AAS) was used for the
easurements of nickel in acid solutions using a Solaar M Series

Unicam, UK) (GFAAS, graphite furnace or FAAS, flame) with
hollow cathode lamp at a wavelength of 232 nm and a 0.1 nm

pectral band. GFAAS determinations were performed using
yrolytically coated graphite tubes and Zeeman background
orrector. Air-acetylene flame and deuterium background
orrector were used for FAAS analysis. The instrumental
arameters were those recommended by the manufacturer.

Metrohm model 757 VA Trace Analyzer processor with a
etrohm 747 VA Electrode Stand with automated hanging
ercury drop electrode (HMDE) was used for the voltammetric
easurements in saline samples, using a reference method

or nickel with dimethylglyoxim by adsorptive cathodic strip-
ing voltammetry (AdCSV) (VA Application Note No. V-69,
etrohm) [28]. A Unicam Helios Gamma&Delta (Unicam Lim-

ted, UK) spectrophotometer was used for UV–vis spectroscopic
easurements with 1 cm quartz glass cells (1 cm × 1 cm ×
.5 cm).
Organic matter was removed for real water samples by UV

rradiation with a Metrohm model 705 UV Digester in quartz
ubes. A model 2001 pH-meter equipped with 52–02 combined
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lass-Ag/AgCl electrode (Crison, Spain) was used for pH mea-
urements.

Sample handling and preparation of solutions were per-
ormed using polyethylene gloves and under a class 100 laminar
ow hood cabinet Crusair model 9005-FL (Cruma, Spain).

Water used for experiments was purified by reverse osmo-
is with an Elix 3 system followed by deionization with an
8 M� cm−1 deionised Milli-Q system (Millipore, USA).

All laboratory materials were acid cleaned (2 mol l−1 HNO3),
insed with Milli-Q water and stored in a laminar flow cabinet.

.2. Chemicals

2-HBET was synthesized by reaction between 2-hydroxy-
enzaldehyde (2-HB) and ethylthiosemicarbazone (ET)
Sigma–Aldrich, Steinhein, Germany). Ethanolic solutions of
-HB (1 ml in 20 ml) and ET (1.12 g in 20 ml) were mixed
nder reflux heating 15 min. Crystals were filtered off and
ubsequently crystallized from 1:1 ethanol/water. Actually,
igma–Aldrich Company (2005 Catalog; CAS number: 76572-
0-8) supplies this ligand (C10H13N3OS; formula weight:
23.3). Solutions of 2-HBET (0.2–2.14 mmol l−1) in toluene
ere prepared weekly and kept at 4 ◦C in darkness when not
se. They were used as liquid membrane. Aqueous stock metal
tandard solutions were prepared by dissolving AAS standard
olutions of 1000 mg l−1(Merck, Darmstadt, Germany) in
.05 mol l−1 HNO3.

Britton buffer solutions were used to adjust the pH of feed
olutions during the optimization process (pH 8–11) and pre-
ared according to previously reported [29], using sodium
ydroxide, o-boric acid, o-phosphoric acid, acetic acid and
otassium chloride of Suprapur grade (Merck, Darmstadt, Ger-
any).
The synthetic, certified and real samples were adjusted with

mol l−1 NH4Cl/NH3 buffer solution (pH 9.4), avoiding high
ilution of samples.

All reagents were of analytical-reagent or Suprapur grade and
ll solutions were prepared using Milli-Q deionised water, abso-
ute ethanol or toluene of pro analysis grade (Merck, Darmstadt,
ermany).

.3. Preconcentration and separation procedure

Transport experiments were carried out with the cell
escribed above. The aqueous feed solution (Vf = 250 ml) con-
ained ion nickel (500 �g l−1) and buffered with Britton-
obinson buffer (0.25 mol l−1 ionic strength in feed solution).
he stripping solution (Vs = 12 ml) contained 0.1–1.5 mol l−1

NO3. The organic liquid membrane (Vo = 80 ml) containing
.2–2.14 mmol l−1 2-HBET in toluene was added over both
queous solutions. Aqueous solutions were stirred by Teflon-
oated magnetic bars at 750 rpm and the system temperature
as controlled using a thermostatic bath.

During transport experiment, different 2 ml aliquots of the

tripping solution were taken periodically to measure nickel
oncentration, while 2 ml of nitric acid with the same concen-
ration used and saturated in toluene were added to keep the

p
u
m
c
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olume of the receiving solution constant. The acid extracts were
easurement by atomic absorption spectroscopy and the nickel

oncentrations obtained were corrected taking into account
hese dilutions. Saline samples were measurement by stripping
oltammetry: 10 ml of sample was transferred into the voltam-
etric cell and the pH adjusted by pH 9.5 ammonium buffer

olution (0.5 ml of 6 mol l−1); 0.1 ml of 0.053 mol l−1 DMG in
thanol was added and AdCSV measurements of the Ni-DMG
omplex were carried out.

UV digestion of real waters with organic matter content was
arried out when was necessary, in order to avoid metal organic
omplexes with high stability to avoid interference in the metal
ransport experiments or for voltammetric measurements.

The experimental variables were optimized in order to
chieve the highest efficiency in the transport of nickel complex
cross the membrane. Therefore, the permeability P (cm min−1)
f nickel across the membrane was used as response variable,
sing the following linear curve:

ln[Ni]f = Q

Vf
Pt − ln[Ni]f,0

The P-value was determined from data sets in the form of
ickel concentration versus time, where A was the effective
embrane area and Vf was the volume of feed solution. [Ni]f,0

nd [Ni]f were the nickel concentrations in the feed solution
t time 0 and t, respectively. Also, nickel recovery (%) in the
tripping solution was used.

. Results and discussion

2-HBET is a thiosemicarbazone multidentate ligand. Usually,
t can be bonded to different transition metals, producing very
table heteropolynuclear complexes [26]. This ligand has been
pplied in this paper for the first time as carrier of nickel in a
iquid membrane, forming an uncharged chelate. This neutral
omplex is extracted by the organic phase and destroyed by the
cid phase, producing the metal transport through the membrane.
he pH gradient between feed and stripping solutions is the
riving force for this transport. The absence of organic reagent
id not produce transport of the metal ion.

The continuous variation method (Job’s method) was applied
n order to establish the stoichiometry of the complex used
n this study. About 8:2 aqueous-ethanolic solutions of nickel
helate buffered at pH 9.4 were prepared and their absorbances
ere measured at 420 nm with visible spectrophotometer. The
ickel/ligand ratio obtained was 1:1.

.1. Optimization of the preconcentration procedure

A set of preliminary experiments was performed to establish
he significant variables on the metal transport, which were
ubsequently analyzed by using a modified simplex design.

The previous physical and chemical parameters studied were

H and components of the feed and strip solutions, type and vol-
me of organic solvent, 2-HBET concentration in organic liquid
embrane and stirring rate of solutions. These experiments were

arried out with temperature control at 28 ± 0.5 ◦C.
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Table 1
Simplex design with significant variables and values for the P (permeability) response (toluene volume: 80 ml; feed solution: 500 �g l−1 of Ni; stirring rate: 750 rpm;
temperature: 28 ± 0.5 ◦C; extraction time: 4.5 h)

Vertex pH of feed solution Strip solution: [HNO3] (mol l−1) [2-HBET] (mmol l−1) Permeability (×103 cm min−1) Type

1 7 1.5 0.20 0.026 I
2 7 0.5 1.00 4.69 I
3 9 0.5 0.20 7.82 I
4 9 1.5 1.00 2.34 I
5 9.7 0.2 1.27 14.61 R
6 11 −0.5 1.80 Not possible E
7 8.1 −0.7 0.65 Not possible R
8 8.8 0.9 0.91 6.26 C-

9 11.3 0.6 0.59 2.09 R
10 8.1 0.5 0.90 10.17 C-

11 9.1 −0.1 0.67 Not possible R
12 8.9 0.6 0.85 12.78 C-

13 8.8 0.4 1.81 10.69 R
14 10.2 0.3 1.72 15.64 R
15 11.2 0.2 2.13 3.65 E
16 10.4 0.3 0.75 15.64 R
5RE1 9.7 0.2 1.27 19.56 R
17 11.3 −0.1 1.64 Not possible R
18 9.5 0.4 1.05 16.43 C-

19 9.2 0.3 1.94 17.21 R
20 8.7 0.3 1.12 12.51 R
21 9.8 0.3 1.57 19.30 C-

22 9.6 0.1 2.14 15.91 R
23 9.5 0.3 1.32 21.13 C-

24 10.1 0.2 0.83 17.21 R
2
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in the percentage of metal transport, being successively the pre-
concentration yield diminished a value of 3.3 ± 0.3% for each
studied salinity value. It was necessary to increase the shaking
time, from 4 to 6.5–7 h with higher saline samples in order to

Table 2
Preconcentration of nickel from different concentrations of spiked synthetic
seawater (temperature: 50 ◦C; preconcentration time: 7 h; n = 2)

Ni spiked (�g l−1)a Ni found by proposed method (�g l−1)b Error (%)

50 ± 2 48 ± 5 −4.0
5 9.4 0.3

: initial simplex; R: reflexion; E: expansion; C+: positive contraction; C− nega

The most adequate conditions were found to be basic pH
alues for feed solution, dilute nitric acid as strip solution,
oluene as organic solvent, minimum volume of organic
olution that could permit a good contact among the phases
Vo = 80 ml) and maximum stirring rate (750 rpm) avoiding the
ix of different phases. Also, the transport was facilitated with

n increase of the 2-HBET:Ni concentration ratio. In any cases,
he significant variables were pH of the feed and strip solution
nd 2-HBET concentration as carrier.

Therefore, several variables were kept fixed, whilst a
odified simplex with the significant variables was carried

ut in order to obtain the optimal conditions (Table 1) by
sing the software Multisimplex 2.0.4 [27]. The response of
implex was the permeability coefficient. The initial simplex
ith four vertices (three variables) was performed using
revious adequate conditions for no significant variables.
he simplex was stopped after 26 transport experiments. The
riterion selected for stopping the simplex was based on the
omparison of the variance of the proposed method (variance of
xperiment number 5 = 1.46 × 10−6, for n = 4) with the variance
f each simplex. This comparison was carried out using the
orresponding F-values. Optimum conditions were obtained
or trial 25 producing a permeability of 21.38 × 10−3 cm min−1

ith the following values of chemical variables: pH 9.4 in

he feed solution, 0.3 mol l−1 HNO3 in the stripping solution,
.66 mmol l−1 2-HBET in the liquid membrane.

At optimum conditions, the dependence of the transport of
etal with the temperature was studied within the range of
1.66 21.38 C-

ntraction.

5–50 ◦C. Higher values diminished the permeability probably
ue to the hydrolysis of 2-HBET. Fig. 1 shows the temporal
ariation of preconcentration yield of nickel at different temper-
ture. Hundred percent efficiency was possible to achieve from
to 5.5 h depending on this parameter.

.2. Effect of saline matrix in the source phase

The effect of saline concentration in the source phase on the
fficiency of nickel transport was studied using NaCl addition
n the usual range of natural water: 0, 10, 20, 30 and 40 g l−1, at
0 ◦C, containing 500 �g l−1 of Ni. It was found a low decrease
17 ± 2 18 ± 1 +5.9
5.30 ± 0.01 5.45 ± 0.08 +2.83

a Determination by AdCSV [28].
b Proposed preconcentration method + detection by AAS.
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Table 3
Determination of nickel in certified reference waters and seawater samples using the proposed new method (temperature: 50 ◦C; preconcentration time:7 h)

Sample Ni concentration (�g l−1) Ni found by proposed method (�g l−1)a Relative error (%)

LGC 6016 186 ± 3b 182 ± 4 −2.2
TMDA-62 98 ± 9b 92 ± 1 −5.9
Seawater 1c 5.4 ± 0.5d 5.1 ± 0.1 −5.6
Seawater 2c 3.9 ± 0.2d 3.81 ± 0.09 −2.3
Seawater 3c 2.8 ± 0.2d 2.86 ± 0.06 +2.1

a Proposed preconcentration method + detection by AAS (n = 2).
b Certified value.
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c Seawater samples were collected in different sectors of Huelva Coast, Spain
d Determination by AdCSV (n = 6) [28].

btain complete efficient preconcentration (100 ± 3% at 6.5 h
nd 10–40 g l−1 of NaCl).

.3. Analytical performance of the method

In transport experiments, the reproducibility of the precon-
entration yield was studied by performing four replicate trans-
ort experiments with 500 �g l−1 of Ni under the optimized
onditions at 50 ◦C. The precision of the method was 4.7% for
ignificance level at 95% (n = 4) with 500 �g l−1 of Ni, Ni recov-
ry being 99 ± 3% at 4 h.

Four replicates of blank were measured using optimal
onditions and deionised water. The obtained value was
.036 ± 0.004 �g l−1. The limit of detection, defined as the con-
entration of analyte giving response equivalent to three times
he standard deviation of the blank, were 0.012 �g l−1 of Ni.
lank samples were measured by GFAAS, because detection

imit of FAAS was not enough.
The preconcentration procedure showed a linear response

ithin the tested concentration range from 3 to 500 �g l−1 in
he feed solution.
In order to determine the application of the method to sea-
ater, synthetic seawater [30] solutions containing Ni were
repared and analyzed by the proposed method and compared
ith those obtained by AdCSV [28]. Studies with different con-

ig. 1. Temporal variation of preconcentration yield at different temperature
feed solution: 500 �g l−1 of Ni at pH 9.4; stripping solution: 0.3 mol l−1 HNO3;
LM (Vo = 80 ml): 1.66 mmol l−1 2-HBET in toluene; stirring rate: 750 rpm).
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entration of metal showed that seawater synthetic matrix did not
nterference in nickel determination after the preconcentration
rocedure (Table 2).

.4. Accuracy of the method

The accuracy of the method for nickel was assessed by
nalyses of two reference certified water: fortified water from
ake Ontario (TMDA-62) and estuarine water (LGC 6016).
wo replicates of each reference material were preconcentrated
nd analyzed after UV digestion with hydrogen peroxide 30%
uprapur (Merck, Darmstadt, Germany), being UV digestion
ot necessary for TMDA-62. Efficient preconcentration was
chieved after 7 h, being the relative errors −5.9% and −2.2%,
espectively (Table 3).

.5. Determination of nickel in seawater samples

The method was applied to different samples of seawater
rom coast of Huelva (Spain) for the determination of nickel.
amples were filtered through 0.45 �m pore size filters, acidi-
ed with HNO3 and stored until the application of the method.
ickel was measured after UV digested with H2O2 using the
roposed method. The results in Table 3 were in good agreement
ith the values obtained using AdCSV method for seawater [28]

nd no significant differences at 95% confidence interval were
ound between them. The average preconcentration yield for real
amples was 98 ± 5%.

. Conclusions

Nickel can be effectively transported, through a liquid mem-
rane of toluene containing 2-HBET. The efficiency of the pro-
ess is 100% at 4–7 h, depending on the ionic strength of the
ample and the temperature of the process. The method has a
ickel preconcentration factor of 20.83.

This system permits the separation, preconcentration and
uantitative determination of nickel in natural water, where low

evels of metal concentration are found. Also, the proposed

ethod can be applied satisfactorily to the analysis of seawater
ith complex saline matrix, allowing measurements by AAS, a

ommon and simple technique but in which saline ions interfere
ith analysis direct.
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bstract

The application of the matrix solid-phase dispersion (MSPD) process as sample treatment in connection with the electrochemical detection is
tudied for the first time. For this purpose, a novel methodology is introduced for the extraction of propham and maleic hydrazide herbicides from
otatoes samples based in the MSPD process prior to their electrochemical detection. Potato samples disruption was done by blending them with
8 bonded-phase and selective herbicide extraction was achieved by successive treatment of the blended with 50 mM phosphate buffer pH 7.4
for maleic hydrazide) and methanol (for propham). The extraction procedure efficiency was estimated using differential pulse voltammetry in
otato samples spiked with the herbicides yielding recovery values of 98% and 68% for propham and maleic hydrazide, respectively. No significant
dverse effect of the MSPD process was observed on the herbicides electrochemical signals. For comparison, recovery studies using HPLC with
V detection were carried out and a good correlation in the results obtained by using both techniques was observed.
2006 Elsevier B.V. All rights reserved.
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. Introduction

In the present days, agricultural and food industries take
dvantage of the continuing development of chemicals that
ncrease the yield and lifetime of crops and fruits. For these
urposes, different fertilizers, pesticides (mainly insecticides
nd herbicides) and preservatives are widely used. The mas-
ive usage of these compounds and the little knowledge of
heir secondary effects in humans lead to new disease risks for
he consumers and EU directives have established the maxi-

um allowed residual limits (MRL) of these agrochemicals that
hould be detected in foodstuffs. For these reasons new, fast and
ffective detecting protocols are demanded for controlling the
ccurrence of these compounds in food matrixes.
Propham (isopropyl phenylcarbamate) and maleic hydrazide
1,2-dihydropyridazine-3,6-dione) are herbicides that prevent
he sprouting of stored potatoes. They work by preventing cell

∗ Corresponding author. Fax: +34 91 4974931.
E-mail address: alberto.sanchez@uam.es (A.S. Arribas).
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eic hydrazide; Chlorpropham; Potato

ivision, thereby stopping sprouting. These compounds are not
roved to be related to cancer disease [1] and they are currently
onsidered innocuous for humans [2] but their actual final effects
nd hazards have not been accurately determined since it is well
nown the acethyl cholinesterase inhibition produced by carba-
ates [3], propham could be degraded into aniline metabolites

4], in fact more dangerous than the former, or maleic hydrazide
nduces chromosome aberrations in plants [5]. These pesticides
ave been determined mainly in soil, water and vegetable
amples (including potato) by chromatographic techniques.
ropham has been analyzed by gas chromatography (GC) [6–8],
igh-performance liquid chromatography (HPLC) coupled to
ass spectrometry [9], UV [10–12] or chemiluminiscence [4]

etection and thin-layer chromatography (TLC) [13] while
aleic hydrazide has been analyzed by gas chromatography

GC) [14], high-performance liquid chromatography (HPLC)
oupled to mass spectrometry [15], UV [16] or fluorescence

17] detection and capillary electrophoresis (CE) with UV
etection [18]. Fewer antecedents related to the electrochemical
etection could be found for propham [19,20] or maleic
ydrazide [21–23]. There are some examples regarding the
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ndependent detection of propham [4,6,7,9] or maleic hydrazide
15–18,21] in potato samples but there is no contribution related
o their combined detection in these matrixes.

In this work we study for the first time the use of the matrix
olid-phase dispersion (MSDP) process as sample treatment in
onnection with the electrochemical detection. With this objec-
ive, the analytical challenge of the detection of maleic hydrazide
nd propham in potatoes was chosen for these studies and a novel
ethodology for the extraction and afterwards electrochemi-

al detection of these herbicides was introduced. MSPD is a
ew analytical technique which facilitates the preparation, treat-
ent and extraction of solid and viscous samples [24]. MSPD

rovides homogeneous food sample disruption and dispersion
y blending with bonded-phase solid supports (C8, C18, . . .).
uring the blending process, these supports act as an abrasive

nd as a bound solvent that break the sample architecture, dis-
erse its components and promote more effective interactions
etween them and the analytes. The obtained homogeneous
ixture presents an additional advantage since the contained

upports could act as chromatographic stationary phases in the
xtraction process, thus allowing the selective elution of the
nalytes using different solvents. Since extraction and clean-
p are carried out in the same step, analysis time and solvent
onsumption could be reduced. MSPD has been applied to iso-
ate pesticides in fruits and vegetables usually in connection
ith chromatographic techniques for the pesticides detection

9,25–27]. In this work the pesticide detection was carried out
sing electrochemical techniques (differential pulse voltamme-
ry), studying the compatibility between this detection mode and

SPD. Such techniques and the voltammetric ones in particu-
ar are relatively simple to apply, quite rapid and reasonably
heap providing good sensitivity and selectivity to electroactive
nalytes. In order to demonstrate the applicability and validity
f the proposed extraction methodology in connection with the
lectrochemical detection, a comparative study was carried out
sing HPLC with UV detection.

. Experimental

.1. Reagents

Maleic Hydrazide, Propham and Chlorpropham grade Pes-
anal were purchased from Riedel-de-Haën (Madrid, Spain). The
erbicide stock solutions were prepared by dissolving an appro-
riate amount of the compound in water (maleic hydrazide)
nd methanol, respectively. All stock solutions were kept away
rom the light and stored under refrigeration. Diluted solutions
ere prepared daily from the stock solutions. Methanol, acetone

nd acetonitrile grade Pestanal purchased from Riedel-de-Haën
Madrid, Spain) were used as solvents. All the other chemicals
ere analytical-reagent grade and they were used without fur-

her purification. Ultrapure water (ρ > 18 M�) from a Millipore-
illiQ system was used for preparing all solutions.

MFE-Pak C8 bonded-phase, polypropylene syringe bodies

nd Isolute ENV+ polymeric cartridges used in the matrix solid-
hase dispersion procedure were from Supelco and supplied by
nálisis Vı́nicos (Tomelloso, Spain).

t
r
D
m
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.2. Apparatus

All the electrochemical measurements were carried out using
BAS 100B electrochemical analyzer (BAS, West Lafayette,
SA) in a conventional three electrodes configuration. A glassy

arbon disk (3 mm diameter, BAS, model MF 2012), a platinum
ire and Ag/AgCl, 3 M NaCl (BAS, model RE-5B) were used

s working, counter and reference electrode respectively. All
otentials are referred to this reference system. Data storage
nd conversion to a “txt” files were performed with BAS W 2.3
oftware (BAS, West Lafayette, USA) through a Pentium IV PC
omputer connected to the electrochemical analyzer.

HPLC experiments were carried out using a Varian Prostar
40 chromatograph equipped with diode array photometric
etection.

.3. Procedures

.3.1. Sample preparation
Raw potatoes were acquired from local markets. The samples

ere prepared as described in the European Council directive
002/63/EC, which establishes the sampling methods for the
fficial control of pesticide residues on products from plant or
nimal origin [28]. Samples were cut in pieces and a representa-
ive portion, 500 g, was processed with an electric food chopper

ixer and stored in the freezer before being used. Spiked potato
amples were prepared by addition of the appropriate amounts of
he herbicide stock solution to obtain the desired concentrations.

.3.2. Matrix solid-phase dispersion procedure
0.5 g portions of potato sample were weighted, mixed and

lended for 5 min with 0.5 g of C8 sorbent in a glass mortar in
rder to obtain a mixed stationary phase. Then the mixture was
ntroduced into a 10 mL polypropylene syringe body and packed
sing a syringe plunger. 3.0 mL of 50 mM phosphate buffer pH
.4 and 10.0 mL of methanol were passed consecutively through
he mixture by low vacuum and stored separately. Phosphate
raction containing maleic hydrazide was cleaned by passing
hrough a polymeric ENV+ cartridge, previously activated by
assing 2.0 mL of methanol and water, before the electrochemi-
al or HPLC measurements. The methanolic fraction containing
ropham was introduced directly to the HPLC system or pre-
oncentrated by N2 solvent evaporation (from 10.0 to 4.0 mL
n order to prevent any analyte loss) and conditioned by addi-
ion of 2.0 mL of 0.10 M phosphate buffer pH 1.9 before the
lectrochemical measurements.

.3.3. Electrochemical measurements
Initially, the glassy carbon electrode was cleaned by hand

olishing using first emery paper (6 0 0) for 2 min, then emery
aper (BAS) for additional 2 min, followed by fine grades
f alumina slurries of 1.0, 0.3 and 0.05 �m (Buehler, Spain)
or 2 min in each step with exhaustive water rinsing after

hat. Between each measurement, the electrode surface was
egenerated by polishing with 0.05 alumina slurry for 2 min.
ifferential pulse voltammetry was employed for all the voltam-
etric experiments using the default parameters provided by
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Table 1

Chemical structure

Chemical name 1,2-Dihydropyridazine-3,6-dione [123-33-1] Isopropyl phenylcarbamate [101-21-3]
Molecular weight (g mol−1) 112.10 179.22
Solubility in water (g L−1) 6 (25 ◦C) [17] 0.25 (20 ◦C) [13]
pKa 5.65 [17] 15.0 [30]
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to the non-polar bonded-phase. In this way, a great enhancement
in the voltammetric signals is achieved, with well-defined and
sharper propham peaks, a significant decrease in the background

Fig. 1. Effect of the cleaning step on the voltammetric signals of extracts contain-
ing propham. (a) Extract from potato sample spiked with propham (100 �g g−1)
without clean-up step; (b) extract from unspiked potato sample without clean-
up step; (c) extract from potato sample spiked with propham (100 �g g−1) with
alf life 2–8 weeks [17]

he equipment—scan rate: 20 mV s−1; pulse amplitude: 50 mV;
ulse width: 50 ms; pulse period: 200 ms; sampling time: 17 ms.
o further optimization of these operational parameters was

ttempted. The supporting electrolyte used for propham mea-
urements consisted in 30 mM phosphate buffer containing 66%
ethanol with an apparent pH of 1.9 while a 50 mM phosphate

uffer pH 7.4 was used for maleic hydrazide. These supporting
lectrolytes were chosen in accordance with the previously
eported conditions for the electrochemical detection of these
erbicides [19,20,23]. All measurements were done at room
emperature.

.3.4. HPLC measurements
The separations for measuring propham were carried out

sing a modified procedure based on the one described by Mar-
in et al. [29] which includes a C8 Zorbax Lichrosorb RP-8
olumn (200 mm × 4.6 mm, 10 �m particle size, Ref. 79915
O-174) with water/acetonitrile gradient elution from 82:12

from 0 to 15 min) to 35:65 proportions (up to 15 min) in con-
ection with a 2.0 mL min-1 flow rate, at 35 ◦C with 50 �L
ample volume sample. The wavelength used for detection was
34 nm.

In the case of maleic hydrazide, a separation procedure
dapted from Lee et al. [17] was used. This procedure employs a
18 Microsorb 100-5 column (250 mm × 4.6 mm, 5 �m particle

ize) in connection with 0.04% phosphoric acid, 5% acetoni-
rile in water mobile phase in isocratic elution (1.0 mL min−1).
he sample volume was 20 �L and the temperature was fixed at
5 ◦C. Maleic hydrazide was detected at 303 nm.

. Results and discussion

The first part of these studies consisted in the optimization of
he extraction procedure. Matrix solid-phase dispersion proce-
ures greatly simplify the sample treatment by proper choosing
f the bonded-phase, on which the analytes characteristics play
key role. In our case there is a huge difference between maleic
ydrazide and propham properties as could be deduced from
able 1. For this reason, the procedure optimization was carried
ut individually for each compound and then combining com-

atible conditions in order to obtain the best analytical signals
y differential pulse voltammetry. Once the extraction procedure
as optimized, the performance of the MSPD and its possible

ffects on the electrochemical signals were evaluated and a com-
arative study by HPLC was carried out.

c
V
w
t
o
p

15 days [13]

.1. Optimization of propham extraction conditions

The optimization of the extraction conditions for propham
as carried out using potato samples spiked with 100 �g g−1 and

he selected bonded-phase was silica modified with C8 groups.
nder these conditions, propham is dispersed and retained on the

orbent and could be selectively extracted by organic solvents
rom spiked potato samples. Methanol, acetonitrile and acetone
ere tested as extractants (results not shown) and the best com-
romise between analyte recovery, interference elimination and
etter analytical signals was obtained with methanol. Never-
heless, the voltammetric signals obtained from these extracts
see curves “a” and “b” in Fig. 1) have high background cur-
ents and several interfering peaks located at +0.95, +1.15 and
1.30 V that disturb propham signals located at +1.27 V. In order

o improve the voltammetric signals, a previous clean-up step
as introduced by passing 3.0 mL of water which could elimi-
ate highly polar interferents while propham has more affinity
lean-up step; (d) extract from unspiked potato sample with clean-up step.
oltammetric parameters—scan rate: 20 mV s−1; pulse amplitude: 50 mV; pulse
idth: 50 ms; pulse period: 200 ms; sampling time: 17 ms. Supporting elec-

rolyte: 30 mM phosphate buffer containing 66% methanol with an apparent pH
f 1.9. WE, glassy carbon; AE, platinum wire; RE, Ag/AgCl, 3 M NaCl. All
otentials are referred to this reference sysem.
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Fig. 2. Effect of the ENV+ cleaning step on the voltammetric signals of extracts
containing maleic hydrazide. (a) Extract from potato sample spiked with maleic
hydrazide (45 �g g−1) without ENV+ clean-up step; (b) extract from unspiked
potato sample without ENV+ clean-up step; (c) extract from potato sam-
ple spiked with maleic hydrazide (45 �g g−1) with ENV+ clean-up step; (d)
extract from unspiked potato sample with ENV+ clean-up step. Voltammetric
parameters—scan rate: 20 mV s−1; pulse amplitude: 50 mV; pulse width: 50 ms;
pulse period: 200 ms; sampling time: 17 ms. Supporting electrolyte: 50 mM
phosphate buffer pH 7.4. WE, glassy carbon; AE, platinum wire; RE, Ag/AgCl,
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about 50%) and the disappearance of the interfering peak, as
ould be observed in Fig. 1.

.2. Optimization of maleic hydrazide extraction conditions

After these experiments the performance of the extraction
rocedure was checked in potato samples spiked with maleic
ydrazide (45 �g g−1). Under these extraction conditions maleic
ydrazide is completely extracted in the water fraction and no
nalytical signals were found in the methanolic fraction. Obvi-
usly, the water fraction is enriched in highly polar interferents
hich do not allow the electrochemical quantification of maleic
ydrazide as they are oxidized at a closer potential (+0.75 V
easured in fractions previously conditioned with phosphate

uffer pH 7.4 to a final concentration of 50 mM). This interfer-
ng signal is the same observed previously in the above section
curves “a” and “b” in Fig. 1). Taking into account the high
olubility in water and the relatively low oxidation potential, it
as assumed that these electroactive interferents were basically
henolic molecules such as phenolic acids (mainly chlorogenic
cid), flavonoids (catechin), anthocyanins, carotenoids or vita-
ins [31–33] present in potatoes. In order to separate these

nterferents, a new clean-up step was introduced for the water
raction. Firstly, the water fraction pH was aconditioned to
.4 with phosphate buffer in order to keep negatively charged
aleic hydrazide and uncharged the phenolic interferents. Under

hese conditions, the extract was passed through a polymeric
NV+ cartridge which retains the neutral phenolic interfer-
nts and the most of the other substances present in potatoes
hile maleic hydrazide remains in the buffer solution [18]. As a

esult of this clean-up step, good voltammetric signals of maleic
ydrazide without any interference were obtained. These results
re summarized in Fig. 2. In order to simplify the process, the
rst clean-up was done directly with 50 mM phosphate buffer
H 7.4, the same conditions used for the interferent elimina-
ion through the polymeric cartridge, and similar results were
btained.

.3. Sequential extraction and electrochemical detection of
ropham and maleic hydrazide

Finally, the optimized extraction procedure was used to eval-
ate the compatibility of the MSDP and the electrochemical
etection studying the herbicides recovery in potato samples
piked both with maleic hydrazide (45 �g g−1) and propham
100 �g g−1). The standard addition method was chosen for
hese recovery studies for four different potato samples. The
oltammetric signals registered for one of these potato sam-
les are showed in Fig. 3. The extraction process allows to
btain voltammetric signals with negligible interference (check
U” signals), well defined peak signals of the herbicides and
ood linearity in the concentration range covered by the addi-
ions, as can be seen in the standard addition plots (Fig. 3

nsets). The calculated recoveries were 98 ± 6% and 68 ± 9%
or propham and maleic hydrazide, respectively, pointing out
he good efficiency of the extraction process. These recoveries
alues are similar to those reported previously for extractions

a
s
c
t

M NaCl. All potentials are referred to this reference system.

f propham [4,6,7,9] (ranging from 57 to 100%) and maleic
ydrazide [15–18,21] (ranging from 74 to 96%) in potatoes
sing different extraction and detection methodologies. From the
lopes of the standard addition plots the concentration sensitivi-
ies in solution were calculated, being 21 nA �M−1 (r = 0.9992,
= 5) and 39 nA �M−1 (r = 0.998, n = 5) for propham and maleic
ydrazide respectively. The detection limits (S/N = 3) associated
o these measurements were calculated, obtaining 18 �g g−1 for
ropham and 3.6 �g g−1 for maleic hydrazide in potatoes. These
etection limits are comprised in the micromolar range, result
requently reported for the electrochemical detection of organic
ompounds using pulse voltammetric techniques without strip-
ing [21,34,35], and allow to use this method for the detection of
oncentrations of maleic hydrazide bellow its MRL (50 �g g−1)
36] and propham dosages higher than its MRL (0.05 �g g−1)
37]. It could be concluded from these studies that there is no
ignificant influence of the MSPD process on the performance
nd effectivity of the electrochemical detection, demonstrating
he suitability and compatibility of this detection mode with
he MSPD sample treatment. The combination of the MSPD
ith the electrochemical techniques present some advantages

uch as the low organic solvent consumption, compatible with
he “green analytical chemistry” trends [38], is quite fast and
llows the sequential extraction and detection of analytes with
ery different chemical properties without complicate or tedious
erivatization and clean-up steps. On the other hand, this pro-
ocol could be also valid for the analysis of chlorpropham, an
nti-sprouting compound closely related with propham [4] with

imilar chemical and electrochemical properties [19,20], which
ould be extracted in the methanolic fraction and detected in
he same fashion as propham, as could be observed in Fig. 4.
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Fig. 3. Recovery studies by DPV from potato samples spiked with propham (100 �g g−1) and maleic hydrazide (45 �g g−1). (U) Extract from unspiked potato
s 18 an
c spond
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s
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3

ample. (0) Extract from spiked potato sample. (1–4) Successive additions of
orresponding standard addition plots are showed as insets and each point corre

he difference in the peak potential for propham (+1.27 V,
urve “b”) and chlorpropham (+1.32V, curve “c”) could be
sed as identification parameter in potatoes treated only with

ne compound, but their identification and quantification are
ot possible in the presence of both herbicides (curve “a”)
ince the analytical signal is the combination of their individual
ontributions.

ig. 4. Effect of the presence of chlorpropham on the voltammetric signals
f extracts from potato samples. (a) Extract from potato sample spiked with
ropham (100 �g g−1) and chlorpropham (100 �g g−1); (b) extract from potato
ample spiked with propham (100 �g g−1); (c) extract from potato sample spiked
ith chlorpropham (100 �g g−1); (d) extract from unspiked potato sample. Other

onditions as in Fig. 1.
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d 5.6 �g of propham and maleic hydrazide respectively to solution “0”. The
to the mean value of four measurements. Other conditions as in Figs. 1 and 2.

.4. Comparative study with HPLC

In order to compare the recovery results obtained by DPV, the
xtracts from potato samples spiked both with maleic hydrazide
72 �g g−1) and propham (50 �g g−1) were analyzed by HPLC
ith DAD photometric detection. The signals corresponding

o the spiked potatoes were compared to those obtained from
nspiked potato extracts fortified with the same herbicides
mount. The chromatograms registered in these experiments
re displayed in Fig. 5. Under these experimental conditions,
he extracts used for propham determination contain more inter-
erents when compared to the maleic hydrazide ones, as could
e observed in “c” chromatograms, but well defined herbicides
eaks with baseline separation from the interfering signals are
btained in both cases. As revealed by the chromatograms, some
nterfering substances are present in the extracts but it is clear
hat they have less influence on the electrochemical signals, more
elective under these conditions to the herbicides. This infor-
ation is also promising for future evolution of the proposed

oncept for herbicide screening and then combined with sep-
ration techniques for the resolution of the general analytical
onitoring of preservatives such as chlorpropham in potatoes,
hich can not be distinguished from propham by direct DPV.
he recovery values calculated from four different potato sam-

les in these experiments were 84 ± 10% and 67 ± 4% (n = 4)
or propham and maleic hydrazide, respectively. A good correla-
ion in the recovery results calculated using both techniques was
btained, confirming the applicability and good performance of
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Fig. 5. Recovery studies by HPLC from potato samples spiked with propham and maleic hydrazide. (a) Extract from potato sample spiked with propham (50 �g g−1)
and maleic hydrazide (72 �g g−1); (b) extract from unspiked potato sample fortified after the extraction procedure with the same herbicides amount used in (a); (c)
extract from unspiked potato sample. Separation and DAD detection conditions are described in the Section 2.3.4. The propham and maleic hydrazide chromatograms
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orrespond to 234 and 303 nm wavelengths respectively.

he new extraction protocol based on the favorable connection
f the MSPD process with the fast, simple and sensitive electro-
hemical detection.

. Conclusions

The applicability of the matrix solid-phase dispersion in
onnection with the electrochemical detection has been demon-
trated using a new protocol for the sequential extraction and
uantification of propham and maleic hydrazide in potato sam-
les. This new protocol simplifies and reduces the sample treat-
ents and processing before the analytical measurements and

he quantification of these pesticides after the extraction could
e successfully done by electrochemical techniques with good
ecoveries. The results obtained open new prospects for the
etection of propham and maleic hydrazide in potato samples
y combining this protocol with selective separation techniques
uch as capillary electrophoresis and the simple and sensible
lectrochemical detection.
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bstract

Seven important air pollutants have been investigated by photolysis-assisted FT-IR spectroscopy. This technique renders invisible the spectra of
ater and carbon dioxide, which are two of the main concerns in long-path infrared spectroscopy. A cell, equipped with a UV lamp, was used to
xidise the analyte in the air sample and the spectrum recorded was used as a new background for the original sample spectrum. The optimum UV
rradiation time and correctness of the concentrations were determined for this technique and compared with those from traditional methods. The
ignal-to-noise (S/N) ratios of the so-called “shadow spectra” were better than, or at least comparable to, the S/N ratios in the absorbance spectra
btained by using as background an air or an evacuated cell reference and subtraction of the spectra of water and carbon dioxide from a spectral
ibrary. The detection limits for the volatile organic compounds investigated have been improved by using this new method in which an appropriate

ackground spectrum can be obtained quickly. The limitations of the method are that it cannot be applied to non-UV reactive compounds, such as
ethane, and the detection limits can be appreciably degraded when bands due to ozone in the shadow spectra overlap with those of the compounds

nder investigation.
2006 Elsevier B.V. All rights reserved.
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. Introduction

The recent extensive developments in the design of infrared
pectrometers and the practical advantages of such spectroscopic
quipment have led to the increasing use of Fourier transform
nfrared (FT-IR) spectroscopy for the detection and analysis of
tmospheric pollutants [1–5]. Moreover, the newer open-path
ampling techniques offer fresh analytical possibilities, such as
n situ and continuous monitoring, which can result in on-line

easurements without the so-called wall and memory effects

f the gas cells. In several cases, the use of a non-continuous
xtractive method is reasonable [6] because of its simplicity and
ost effectiveness when compared to other detection methods

∗ Corresponding author at. Chemical Research Centre, Hungarian Academy
f Sciences, P.O. Box 17, H-1525, Budapest, Hungary. Tel.: +36 88624487;
ax: +36 88624487.

E-mail address: mink@almos.vein.hu (J. Mink).
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or gaseous pollutants, such as GC-MS. Despite the substantial
dvantages of FT-IR spectroscopy in gas analysis, however, there
re still many experimental difficulties that have to be overcome.

Because of the low concentrations of gaseous samples, a
ong-path cell is necessary in most cases for environmental gas

easurements [7]. In open-path infrared spectroscopy, the path
an be increased by lengthening the distance between the source
nd the interferometer. In the laboratory, long-path gas cells
re used to increase the absorbance of the analyte. While the
etection limits can be augmented in this way, the concomitant
ncreased absorption of atmospheric water and carbon dioxide
an cause significant problems. In most cases, the absorption
ands of these two compounds are strongly overlapped with the
ands of the air pollutants of environmental interest [8]. There-

ore, the spectra of H2O and CO2 should be removed from the
ample spectra before any other bands are measured.

The most common method of elimination is to use a library
f water and CO2 spectra of varying concentrations, which
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an then be subtracted from the pollutant spectra so that the
ands of the pollutants can be seen clearly. The spectral library
ust be from the same spectrometer, since each spectrome-

er has a different spectral response with some variations in
and positions, widths and shapes. And, in the concentration
anges of interest, the pollutant absorbances may exhibit devia-
ions from the Lambert–Beer law, which is why the H2O and
O2 absorbances must be comparable to those in the sam-
le spectra. Using this method, sometimes the measurements
re simple and take a short time. Often, however, it is diffi-
ult to eliminate the H2O and CO2 spectra and selection of the
roper spectra takes a long time, especially when higher detec-
ion limits are needed. Using a long-path cell, a little change in
he concentrations can lead to large effects in the absorbance
pectra.

Since open-path measurements present greater difficulties for
ecording a background spectrum, several methods has been
eveloped and applied for this purpose and many of them can be
sed in extractive measurements. After selecting, with the aid of
he data manipulation software, appropriate points in “empty”
egions of the single-beam spectrum of the sample, a smooth
urve can be constructed through these points and used as a syn-
hetic background. The EPA’s guidance document [9] advises
he spectrometer operator to use a synthetic background when-
ver possible. Griffith and Jamie [1] have warned, however, that
his technique may have many potential pitfalls and should be
sed only when collection of real background spectra is imprac-
ical. The so-called shifting method was introduced for use in
P/FT-IR by Xiao and Levine [10] and has been discussed

n detail by Giese-Bogdan et al. [11]. In closed-cell measure-
ents, the shifting method produces about three times higher

eviations than does the conventional method. Other effective
ethods have also been applied to measure the benzene band

hat is highly overlapped with that of CO2 [12,13]. To compen-
ate for the atmospheric H2O vapour and/or CO2 absorptions,
ynthetic reference spectra can be calculated [14] from known
ine parameters in certain databases, such as HITRAN [15] or
EISA [16], provided the path-length, humidity and tempera-

ure are known. Some researchers [17,18] have suggested that
ery low-resolutions (16–32 cm−1) can be employed in order
o lower the noise and thus make the spectral quantification
asier.

A useful technique has been described by Görög [19] for
he spectrophotometric determination of ketosteroids in phar-

aceutical preparations in which the “lack of the compound”
as determined in the case of interfering compounds: a reagent
as added to the solution to eliminate the analyte. A similar

pproach has been described by Hanst [20] in which the spec-
ra of H2O and CO2 are rendered invisible. A cell, fitted with

UV lamp, is used to oxidise the analyte in the air sample
nd the spectrum recorded is used as a new background for
he original sample spectrum. Benzene, toluene and o-xylene
ave been determined by this so-called photolysis-assisted pol-

ution analysis (PAPA) technique. In the original PAPA paper
20], no experimental details, such as oxidation time, noise lev-
ls, detection limits, etc., for the application of the technique
ere reported. In the present work, seven important environ-

i
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i

71 (2007) 149–154

ental polluting compounds have now been investigated by this
APA technique. Proper UV irradiation time and correctness
f the concentration determined by the technique are compared
ith the values obtained by the traditional spectral subtraction
f library H2O and CO2 reference spectra or a “background air”
ingle-beam spectrum with similar H2O and CO2 concentrations
o the sample spectra was used.

As part of this work, we will illustrate the differences in
he spectra obtained by the various methods. We have coined
he term “shadow spectroscopy” for the PAPA method and the
pectrum obtained by this technique is known as the “shadow
pectrum”. By dividing the sample spectrum after UV irradia-
ion by the original sample spectrum, the bands of the oxidised
ollutants appear as negative absorbances (the absence of a par-
icular pollutant can be established).

. Experimental

.1. Instrumentation

Infrared spectra of the gaseous samples were recorded on
Bio-Rad (Digilab) FTS-185 Fourier transform infrared spec-

rometer equipped with a photolysis-assisted pollution analyser
-32 type, 25.7-m pathlength multiple-pass gas cell (Infrared
nalysis Inc., Anaheim, CA, USA) and a MCT detector. The

ell contains a 40-W medium pressure quartz mercury resonance
amp and is designed for use in the sample compartment of the
nfrared spectrometer. The sample compartment was enclosed
y a plastic cover especially designed for this purpose and was
urged with dry air.

The UV-lamp of the cell emits 1–2% of its radiation in the
85-nm mercury line and about 90% in the 254-nm line with
he remainder being in lines that fall in the near-UV and visi-
le range. Under UV radiation, atomic oxygen can be produced,
eading to the formation of ozone and hydroxyl radicals, which
an react with the pollutant molecules. Hanst has suggested sev-
ral possible reactions that could occur under these conditions
20].

.2. Materials

Seven compounds with important environmental interest
ere chosen to investigate by this method, namely acetone,
ethane, benzene, toluene and m-, o- and p-xylene, the absorp-

ion bands of which are overlapped by H2O and/or CO2 spectra.
he calibration concentrations were prepared by a special vac-
um system attached to the gas cell. Samples of the single
ompound liquids (except methane since it is a gas at STP) for
pectroscopic purity were connected to the vacuum system in
est tubes and then the air over the liquid was removed, while
he single compound was frozen by liquid nitrogen. After evac-
ating the system and reducing the vacuum, a known quantity of
ingle compound was expanded into the gas cell by measuring

ts vapour pressure in the system by a diaphragm manometer
KJL902058, Kurt J. Lesker Co., Pittsburgh, PA, USA). Five
xperiments were carried out with each compound with decreas-
ng concentrations, close to the detection limits.
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time, the weak positive bands of the oxidised and decom-
posed air pollutants produce the so-called shadow spectrum
(Fig. 3c). This method was chosen in this work.
ig. 1. Change of the O3 band during the investigation time of benzene oxida-
ion. A weaker spectral feature due to formic acid is observed next to the O3

and as an intermediate product of the oxidation.

. Results and discussion

.1. Spectra collection

When the sample compound was introduced to the gas cell,
long-time kinetic study was carried out in order to monitor

he appropriate oxidation time. The spectra were recorded in
he spectral range of 4000–550 cm−1 and the spectral resolution
as 0.5 cm−1. The identification and the quantification were
erformed with the aid of a spectral library (Infrared Analysis
nc., Anaheim, USA).

As an example, the study of benzene will now be described.
our interferograms were accumulated in every 10 s time period.
hen the first spectrum had been recorded, the UV lamp was

witched on. The change in O3 concentration is illustrated in
ig. 1. After 1 min of UV exposure, the formation of O3 slowed
own. The O3 production rate was similar for all the compounds
t this low concentration range of pollutant analytes. A minor
ependence of O3 formation on O2 concentration has been estab-
ished by Larsen et al. [21].

Using this spectroscopic method to monitor the oxidation of
enzene, it was shown that the initial spectral features of this
ompound had disappeared after 100 s for the highest concen-
ration investigated (4.27 ppm). Therefore, in order to ensure
he complete oxidation of benzene, a 3-min exposure time was
hosen.

The original sample absorbance spectra were observed in two
ifferent ways:

. Dividing the original sample single-beam spectra by a single-
beam spectrum of an evacuated cell. The “background air”
reference spectrum was then recorded using the same evacu-
ated cell single-beam spectrum as a background. These two
absorbance sample spectra were next subtracted from each
other.

. The absorbance spectra were obtained with an evacuated cell
background and then library CO2 and H2O spectra were sub-
tracted.
The so-called shadow spectrum can be produced in two dif-
erent ways.

. Single-beam operation

F
(
p
(

ig. 2. “Shadow” spectrum of benzene. (a) Reference spectrum of benzene and
b) absorbance spectrum after decomposition of benzene.

After initially recording the single-beam spectrum of the
sample, a few minutes of UV radiation exposure led to the
decomposition of most of the pollutant molecules (e.g., see
the negative bands of benzene in Fig. 2b) and strong bands
due to the formation of O3 appear in the spectrum. Dividing
by the original sample spectra (before oxidation), weak neg-
ative bands of the decomposition products of C6H6 can be
observed alongside of the strong, positive O3 and weak CO2
and H2O bands (Fig. 2b).

. Absorbance operation
A single-beam spectrum of the evacuated cell was used as

reference for producing an absorbance spectrum of the sam-
ple (Fig. 3a). After UV light exposure, another absorbance
spectrum (Fig. 3b) was generated using the same single-beam
spectrum of the evacuated cell as background. After subtrac-
tion of the two absorbance spectra, the bands of H2O and
CO2 are compensated to a reasonable extent and, at the same
ig. 3. The production of the “shadow” spectrum. (a) Sample spectrum
2.26 ppm m-xylene, 0.22 ppm o-xylene and 1.25 ppm p-xylene in air). (b) Sam-
le spectrum after 3-min UV-irradiation (with an O3 reference spectrum added).
c) The so-called shadow spectrum (spectrum b subtracted from spectrum a).
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Fig. 4. Visualisation of the 674 cm−1 benzene band (umbrella vibration) in the
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Fig. 5. Carbon dioxide elimination from toluene sample spectrum (3.2 ppm
toluene in air) with the aid of spectral subtraction (a) and produced by shadow
spectroscopy (b); spectrum (c) refers to the toluene reference spectrum.

Table 1
Concentrations of benzene with different background spectra

Concentration (ppm)

Evacuated cell
background

Air background Shadow
spectrum

4.27 4.29 4.30
3.40 3.41 3.41
2.88 2.86 2.89
–
–

b
f
c
a
c
w

b
a
a
h
r
i
interfering with the perpendicular band of CO2.

It must be emphasised that “background air” is not a well-
defined situation. The H2O and CO2 content in this spectrum
depends on many variables. There was only one common air

Table 2
Detection limits for the investigated compounds by different methods (ppm)

Compounds Evacuated cell
background

Air background Shadow
spectroscopy

o-Xylene – 0.020 0.040
p-Xylene 0.220 0.070 0.060
ample spectrum (3.41 ppm benzene in air) using different backgrounds. (a) Ben-
ene reference. (b) Sample after CO2 subtraction (evacuated cell background).
c) Sample with air background. (d) The “shadow” spectrum of benzene.

.2. Advantages of shadow spectroscopy

The spectral subtraction of H2O and CO2 always results in an
ncrease in the noise of the residual spectra due to the differences
n the absorbance levels of the two spectra, the noise in the
eference spectrum and the frequency shifts between them.

All these problems can be eliminating by using shadow spec-
roscopy. On comparing the noise level in the three spectra
Fig. 4b–d) obtained by the various techniques, the difference is
uite conspicuous. Using an air spectrum as background, rather
oisy absorbance spectra were obtained due to the difference in
O2 concentration during the sample and the background col-

ection. It can be seen that the residual noise is about 50% of the
and intensity (Fig. 4c), while that determined from the shadow
pectrum is less than 10% (Fig. 4d).

The increasing noise effect of the subtraction is greater when
he concentration difference is higher. Consequently, during
he multiplication of the reference spectrum by the subtrac-
ion factor, the noise will be increased by the same level. Once
he subtraction of the low intensity spectral features of CO2
s completed, the strong bands always appear in the nega-
ive absorbance range due to the failure of the Lambert–Beer
aw (Fig. 5). The weaker toluene band at 695 cm−1 cannot be
etected at this low concentration range using this path length.
lthough the shadow spectrum also contains noise, the signal-

o-noise ratio is much better and the sharp Q-branch at 695 cm−1

lso becomes clearly visible (Fig. 5b).

In order to substantiate the analytical results from shadow

pectroscopy, the concentration determinations have also been
erformed by the more traditional methods (with no manipu-
ation of spectra) at a high concentration level, at which the

B
T
A
m

1.23 1.18
0.39 0.36

enzene band can be safely used for this purpose. The results
or benzene are listed in Table 1. It can be concluded that the
oncentrations, which can be derived from the shadow spectra,
re appropriate since the same values are determined at higher
oncentration levels. That means that the efficiency of oxidation
as 100%.
The detection limits of the gases have been determined on

asis of noise in the absorbance spectra next to the band used for
nalysis. The minimal detectable concentration was determined
t the 3� level. In most cases, the detection limits (Table 2)
ave been considerably improved when compared with the
esults obtained by conventional methods. The most significant
mprovement is shown for benzene, where the band is heavily
enzene 2.500 0.350 0.030
oluene 0.120 0.240 0.030
cetone 0.250 0.020 0.020
-Xylene 0.160 0.020 0.010
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Fig. 6. Subtraction of the own O reference spectrum (b) from the shadow
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pectrum (a) of the sample (1.62 ppm toluene in air). (c) The shadow spectrum
fter O3 subtraction (absorbance scale expanded: ×4). (d) Toluene reference
pectrum.

ackground spectrum used for each sample, which was recorded
ell before the sample measurements by filling the cell at the

ame location, where the cell was later filled for the sample
easurements.

. Limitations

If appearing O3 lines after the UV irradiation of the sample
verlap with the bands of the analyte, further improvement of the
etection limits of the investigated compounds can be realised
y additional subtraction (or addition) of the O3 reference spec-
rum. An example is given in Fig. 6 for toluene determination.
or this reason, we recorded our own O3 spectrum in the gas
ell containing only background air in the absence of any ana-
yte samples. From Fig. 1, it is apparent that the O3 level reaches
constant level after several minutes of UV irradiation, so that

he amounts of O3 in the reference spectrum and in the sample
pectrum are very close to one another. In this way, O3 elimi-
ation does not affect drastically the noise level in the sample
pectra (the scaling factor is very close to 1).

The other main limitation of shadow spectroscopy is that it
annot be used to measure unreactive gases. Methane is one
f the permanent compounds in our atmosphere (1.5–2.5 ppm),
.e. there are no air samples without the presence of CH4. In
ontrast with the other hydrocarbons discussed above, it was not
ossible to achieve complete elimination of CH4 from the gas
ell by UV irradiation. After 30-min exposure, the concentration
f CH4 decreased from 11.29 to 2.02 ppm, a good illustration that
he shadow spectroscopy method is not suitable for quantitative
nalysis of methane.

. Conclusions

According to the results obtained for volatile organic com-
ounds (p-, m- and o-xylene, benzene, toluene, acetone), it has

een demonstrated that the detection limits can be improved con-
iderably by means of shadow spectroscopy, when compared
o the results obtained by conventional subtraction of library

2O and CO2 absorbance spectra (using an evacuated cell back-

[

[
[
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round). In the case of an air background, varying efficiencies
ere achieved, since it is usually rather difficult to obtain a
roper air background, but detection limits were significantly
educed when strongest band in the analyte spectrum (benzene
nd toluene) is overlapped with perpendicular band of CO2.
he S/N ratio of the shadow spectra is better than, or at least
omparable to, the S/N in the spectra produced by air back-
rounds. In places where the analyte always exists in the air or
he humidity and CO2 concentration is not permanent, the best
hoice is shadow spectroscopy, because there is no need for a
ime-consuming procedure to select a proper background spec-
rum and to correct for possible frequency shifts. A low-noise
bsorbance spectrum can be recorded after a brief UV irradiation
f the sample.

The basic limitation of this method is that the molecules in air
amples under measurement must be decomposed by UV irra-
iation. In the future, a list must be drawn up for the measurable
ompounds to apply this method safely in quantitative analysis.
nother disadvantage is caused by the strong development of
egative ozone bands in the sample spectra. This latter problem
ractically can be solved by compensation of the O3 absorption
ith an O3 reference spectrum measured under similar condi-

ions as those for the samples.
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bstract

A solid-phase absorbent obtained by the immobilization of Aliquat 336 chloride in poly(vinyl chloride) is reported to extract preferentially Co(II)
rom its 7 M hydrochloric acid solutions containing Ni(II). Under the experimental conditions there was no extraction of Ni(II) which allowed the
omplete separation of these two ions. Co(II) was rapidly and quantitatively back-extracted with deionised water. A mechanism for the extraction
f Co(II) is proposed based on the formation of the ion-pair A+[HCoCl4]− where A+ is the Aliquat 336 cation. Fe(III) and Cd(II), usually present

n Co(II) and Ni(II) samples, were also extracted into the solid-phase absorbent though at a slower rate than Co(II) and they did not interfere with
he separation of Co(II) from Ni(II). It was also demonstrated that this approach allowed the complete separation of Ni(II) from the other metal
ons mentioned above.

2006 Elsevier B.V. All rights reserved.
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. Introduction

A frequently encountered problem with spectrophotometric
1] and graphite furnace atomic absorption spectrometric [2]
ethods for the determination of cobalt and nickel when present

ogether is their mutual interference. A suitable method for their
eparation prior to the analytical measurement is solvent extrac-
ion.

Conventional solvent extraction for cobalt recovery from
cidic solutions uses various systems including extraction from
hloride media with basic reagents such as amines and fully
ubstituted quaternary ammonium compounds, e.g. Aliquat 336
issolved in diluents like kerosene [3,4]. One of the challenging
spects of this technology is to design systems that can separate

obalt from nickel because of the chemical similarities of the
wo elements.

An early paper by Paimin and Cattrall [5] described the sol-
ent extraction chemistry of Co(II) from 4 M and 7 M HCl
olutions using Aliquat 336 chloride dissolved in chloroform

∗ Corresponding author. Tel.: +61 3 8344 7931; fax: +61 3 9347 5180.
E-mail address: s.kolev@unimelb.edu.au (S.D. Kolev).
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nd they reported high extraction constants for this metal ion.
he stoichiometry of the extracted complex was determined and
vidence that the Co(II) species extracted had the formulation
HCoCl4]− was provided by the same authors.

Studies in the field of ion-selective electrodes have shown
hat Aliquat 336 chloride acts as an excellent plasticizer for
oly(vinyl chloride) (PVC) and that stable membranes [6,7] and
eads [8] can easily be formed by dissolving the reagents in
etrahydrofuran (THF) and allowing the THF to evaporate. In
ddition to the use of such membranes in ion-selective elec-
rodes, there is considerable interest in using PVC-based sys-
ems containing appropriate reagents for solid-phase extraction.
here are examples in the literature of successful PVC-based
olid-phase extraction systems for the separation of metal ions
nd small organic molecules [9] some of which have emanated
rom the laboratories of the present authors and their collabo-
ators (i.e., Au(III) [10,11], Pd(II) [12], Cd(II) [13] and Cu(II)
14]). In some of these studies, the ions of interest were trans-

orted across an Aliquat 336 chloride/PVC membrane from a
eed to a receiver solution.

It was thus of interest in the present work to evaluate such
solid-phase absorbent for the separation of Co(II) from Ni(II)
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rom their hydrochloric acid solutions without having to use
he diluent needed in a conventional solvent extraction system
eported by Paimin and Cattrall [5]. Fe(III) and Cd(II) are often
resent in samples containing Co(II) and Ni(II). For this reason
t was also of interest to study the influence of Fe(III) and Cd(II)
n the separation of Co(II) from Ni(II).

. Experimental

.1. Reagents

Aliquat 336 chloride (Aldrich, USA) and high molecular
ass PVC (Selectaphore, Fluka, USA) were used in the prepa-

ation of the solid-phase absorbent membranes. THF (BDH,
K) was HPLC grade. It was further purified by passing it

hrough an activated alumina column to remove the stabi-
izer and peroxides. Standard Co(II), Ni(II), Fe(III) and Cd(II)
olutions, used in the membrane extraction experiments and
or calibration purposes, were prepared from CoCl2·6H2O,
iCl2·6H2O, FeCl3·6H2O and CdCl2·2.5H2O (all purchased

rom Ajax Finechem, Australia) in 1.0–10.0 M HCl (BDH, UK).
illiQ deionised water (MilliQ, USA) was used for all solution

reparations.

.2. Solid-phase absorbent membrane preparation

Weighed amounts of Aliquat 336 chloride and PVC with
total mass of 800 mg were dissolved in 10 ml of THF and

he solution was poured into a glass ring on a flat glass plate.
he THF was allowed to evaporate in air at room temperature
ver 12 h and a colorless and flexible membrane was obtained
hat contained 10, 20, 30 or 40% (m/m) Aliquat 336 chloride
epending on the amount of reagent used. The membrane was
hen peeled from the glass plate, and used in the solid-phase
xtraction experiments. The membranes appeared visibly homo-
eneous though earlier atomic force microscopy (AFM) studies
evealed that the surface in contact with air when the membrane
as formed differed to some extent from the surface in contact
ith the glass plate [13]. With membranes containing 40% Ali-
uat 336 chloride this difference was found to be insignificant
nd both surfaces appeared smooth in the AFM images.

.3. Co(II) extraction and back extraction studies

The solid-phase extraction and back extraction experiments
ere conducted in beakers containing 100 ml of aqueous solu-

ion and a membrane cut into four segments of approximately
qual size. The solution was thermostated at 25 ◦C (Ratek water
ath equipped with a Ratek TH5 thermal regulator, Australia)
nd stirred mechanically with a magnetic stirring bar at a con-
tant rate throughout the experiment. The concentration of Co(II)
n the solution at various time intervals during the extraction and
ack extraction experiments was monitored by taking 1.0 ml

amples for analysis. Solution removed as a result of each sam-
ling was replaced with an equal volume of the initial solution
n the extraction experiments or of the back extraction solution
n the back extraction experiments.

w
t
a
C

ta 71 (2007) 419–423

The extraction experiments were conducted using concen-
rations of hydrochloric acid from 1.0 to 10.0 mol l−1 with the
nitial Co(II) concentration ranging between 60 and 336 mg l−1.

In the back extraction experiments, the 40% Aliquat 336 chlo-
ide/PVC absorbent membrane used in the extraction of Co(II)
rom 7.0 M hydrochloric acid solutions of 60, 100, 152, 175,
11, or 336 mg l−1 Co(II), was stripped in deionised water or
ydrochloric acid (0.5, 1.0, 3.0, and 5.0 mol l−1). The concen-
rations of the Cl− and H+ ions in the back extraction solutions
ere measured at equilibrium. These results assisted in identi-

ying the Co(II) species extracted into the absorbent.

.4. Separation of Co(II) from Ni(II) in the absence and
resence of Fe(III) and Cd(II)

Extraction experiments involving the separation of Co(II)
rom Ni(II) based on the use of 40% Aliquat 336 chloride/PVC
bsorbent membranes were conducted both in the absence or
resence of Fe(III) and Cd(II). These two ions frequently accom-
any cobalt and nickel in their samples. These experiments were
arried out similarly to the Co(II) extraction experiments out-
ined above. In the extraction experiments involving Co(II) and
i(II) only, one 40% Aliquat 336 chloride/PVC absorbent mem-
rane was used. The initial concentrations of both Co(II) and
i(II) in their 7.0 M HCl feed solutions were 100 mg l−1 and

hese concentrations were monitored in time. In the separa-
ion of Co(II) from Ni(II) in the presence of Fe(III) and Cd(II),
ve 40% Aliquat 336 chloride/PVC absorbent membrane were
echanically stirred for 60 min in a 100 ml solution where the

nitial concentration of each one of the metal ions involved was
5 mg l−1. The concentration of each metal ion in the feed solu-
ion was measured at the end of the extraction experiment.

.5. Chemical analysis

The concentrations of Co(II), Ni(II), Fe(III) and Cd(II) in
he feed and back extraction solutions were determined by
ame atomic absorption spectrometry (Varian Model Spectra
A 400 spectrometer, Australia). When deionised water was
sed as the back extraction solution, the concentration of the H+

on was measured potentiometrically (Model B417 pH meter,
anna Instruments, USA). The determination of the chloride

on concentration in the back extraction solution was based on
irect precipitation titration with a standard 0.010 M solution of
gNO3 and fluorescein indicator (Fluka, USA) [15].

. Results and discussion

.1. Influence of the HCl concentration on Co(II) extraction

The effect of the concentration of hydrochloric acid on the
xtraction of Co(II) was studied using the 40% Aliquat 336 chlo-
ide/PVC membrane composition. Membranes were in contact

ith 100 ml of the appropriate HCl solution (1.0–10.0 M) con-

aining 100 mg l−1 Co(II) for 60 min which was found to be an
dequate time to reach equilibrium. Table 1 shows the percentage
o(II) extracted as a function of the HCl concentration. It can be
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Table 1
Influence of the hydrochloric acid concentration on the percentage of Co(II) extracted into a 40% (m/m) Aliquat 336 chloride/PVC solid absorbent membrane from
100 ml of a solution containing 100 mg l−1 Co(II)
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Cl conc. (mol l−1) 1.0 2.0 3.0 4.0
o(II) extracted (%) 10.5 13.9 17.0 18.2

een that this percentage increases steadily with increasing HCl
oncentration from 1.0 to 7.0 M. This behavior is identical to that
een by Paimin and Cattrall [5] in their solvent extraction study
f Co(II) into chloroform solutions of Aliquat 336 chloride. Fur-
her increase in the HCl concentration resulted in an insignificant
ncrease in the percentage Co(II) extracted and so the optimal
oncentration of HCl for the extraction of Co(II) was selected as
.0 M. The Aliquat 336 chloride/PVC membranes were found
o be stable at all concentrations of HCl studied.

The relative standard deviation (RSD) for the Co(II) concen-
ration in three replicate feed solutions (initial Co(II) concentra-
ion of 100 mg l−1) after 60 min extraction was 0.6% while the
SD for six replicate measurements of the Co(II) concentration

n one of these solutions was found to be 0.1%.

.2. Effect of the membrane composition on the extraction
f Co(II)

The effect of the membrane composition on the extraction of
o(II) from 7.0 M HCl is shown in Fig. 1. Similarly to the solvent
xtraction of Co(II) from HCl solutions by Aliquat 336 chloride
issolved in chloroform [5], the amount of Co(II) extracted into
he Aliquat 336 chloride/PVC membranes increased with the

embrane Aliquat 336 chloride concentration. For this reason,
he optimal Aliquat 336 chloride concentration was selected as
0% (m/m) and all further studies were conducted using this
embrane composition.

One very interesting and important feature of the extraction

urves shown in Fig. 1 is the rapid equilibration time. As can
e seen equilibrium was reached in less than 60 min, which was
bout two orders of magnitude faster than that for comparable

ig. 1. Extraction vs. time curves for solid absorbent membranes containing
0% (×), 20% (♦), 30% (�) and 40% (�) (m/m) Aliquat 336 chloride/PVC
initial aqueous concentration: 100 mg l−1 Co(II) in 7.0 M HCl).

i
2
t
o

F
4
1

5.0 6.0 7.0 8.0 9.0 10.0
23.0 29.1 34.1 35.3 35.9 36.5

VC-based solid-phase absorbent systems studied in our labo-
atory where extraction was conducted from solutions of lower
ydrochloric acid concentration [10,11]. We are of the opinion
his is related to the species being extracted and possibly to the
xtraction mechanism and may have important implications in
uture work we are planning on using these membranes in metal
on transport studies.

.3. Back extraction of Co(II)

Back extraction experiments involving different concentra-
ions of HCl (0–5.0 M) in the back extraction solution revealed
hat the degree of back extraction increased by decreasing the
oncentration of HCl. It was established that deionised water
as capable of rapid and quantitative back extraction of the
o(II) from the Aliquat 336 chloride/PVC membranes. This is
emonstrated in Fig. 2 which shows both the extraction and back
xtraction curves for the 40% Aliquat 336 chloride/PVC mem-
rane for an initial Co(II) aqueous concentration of 100 mg l−1

n 7 M HCl and deionised water as the back extraction solution.
t can been seen that the total amount of Co(II) extracted was
uantitatively stripped by deionised water during back extrac-
ion on the same time scale as for the extraction cycle. It should
e noted that deionised water was also the back extraction solu-
ion of choice used by Paimin and Cattrall [5] in their solvent
xtraction system. Under these experimental conditions 35%
f the Co(II) ion in the initial solution were extracted. A sim-

lar experiment conducted with initial Co(II) concentration of
5 mg l−1 resulted in 92.4% extraction which later was quanti-
atively back extracted into deionised water. When the number
f membranes was increased to five, Co(II) was practically

ig. 2. Extraction and back extraction vs. time curves for Co(II) using the
0% (m/m) Aliquat 336 chloride/PVC membrane (initial aqueous solution (�)
00 mg l−1 Co(II) in 7.0 M HCl; back extraction solution (©) deionized water).
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ig. 3. Speciation diagram for aqueous Co(II) chlorocomplexes at different con-
entrations of hydrochloric acid.

ompletely extracted (99.1%). These result show that by increas-
ng the amount of the membrane used Co(II) can be quantita-
ively extracted from its 7.0 M hydrochloric acid solutions.

The chemical analysis of the solutions used to back
xtract the membranes that had been used in the extrac-
ion of Co(II) from 60, 100, 152, 175, 211, and 336 mg l−1

olutions in 7.0 M HCl revealed that the ratio between
he molar concentrations of H+, Co(II) and Cl− was
H+]:[Co(II)]:[Cl−] = 1(±0.03):1(±0.05):3(±0.05). This result
grees with earlier solvent extraction studies by Paimin and Cat-
rall [5] who proposed that the extracted Co(II) species was
HCoCl4]− and that the extracted complex had the formula

+[HCoCl4]− where A+ represents the quaternary ammonium
ation of Aliquat 336.

.4. Mechanism of Co(II) extraction from its hydrochloric
cid solutions

In HCl solutions, Co(II) can form four chlorocomplexes,
oCln2 − n where n = 1, 2, 3, 4. The distribution of these com-
lexes as a function of the concentration of HCl between 5
nd 10 M is shown in Fig. 3. The stability constants of the
o(II) chlorocomplexes (Eq. (1)) at 25 ◦C and concentrations of
Cl higher than 5.0 M, used in the calculations of the fraction
f each chloride complex, are log K1 = −1.05, log K2 = −2.69,
og K3 = −1.54, and log K4 = −1.34. These values were experi-
entally determined by Bjerrum et al. [16].

n = [CoCln2−n]

[CoCln−1
3−n]aCl−

(n = 1, 2, 3, 4) (1)

The activity of the chloride ion in Eq. (1) was calculated by
he one parameter activity function (Eq. (2)) introduced by the
ame researchers [16].

Cl− = [Cl−]10([Cl−]−0.5) (2)
Fig. 3 shows that the concentrations of the neutral and two
egatively charged Co(II) chlorocomplexes that are capable of
orming ion-pairs with the Aliquat 336 cation at the mem-
rane/solution interface, start to increase at HCl concentrations

p

[

[

ta 71 (2007) 419–423

igher than 5.0 M. This finding agrees with the experimental
esults showing improved extraction of Co(II) at higher concen-
rations of HCl (Table 1).

The following stoichiometric equations describe possible
xtraction processes involving the Co(II) chlorocomplexes men-
ioned above (i.e., [CoCl2], [CoCl3]− and [CoCl4]2−):

CoCl2]S + AClM ⇔ A+[CoCl3]M
− (3)

CoCl3]S
− + AClM ⇔ A+[CoCl3]M

− + ClS
− (4)

CoCl4]S
2− + 2AClM ⇔ A2

+[CoCl4]M
2− + 2ClS

− (5)

here A+ is the Aliquat 336 cation and subscripts S and M refer
o the solution and membrane phases, respectively.

It has been established that in the solvent extraction of metal
hlorocomplexes with Aliquat 336 chloride, solvents with higher
iscosity favor the extraction of the smaller sized ion-pair [5].
ince the viscosity of a PVC-based plasticized membrane is
onsiderably higher compared to the organic phases used in
olvent extraction, it can be expected that the trichlorocobal-
ate(II) complex will be extracted preferentially into Aliquat
36 chloride/PVC membranes (Eqs. (3) and (4)) than the tetra-
hlorocobaltate(II) complex (Eq. (5)). In addition to the viscosity
actor, the extraction of [CoCl4]2− will be inhibited because the
orresponding extraction reaction (Eq. (5)) requires the partici-
ation of two adjacent interfacial Aliquat 336 chloride ion-pairs
nstead of one as in Eqs. (3) and (4).

Depending on the ion-pair formed, back extraction will take
lace according to one of the following stoichiometric equations:

+[CoCl3]M
− ⇔ AClM + [CoCl2]S (6)

2
+[CoCl4]M

2− ⇔ 2AClM + [CoCl2]S (7)

If only the two ion-pairs mentioned above (i.e., A+[CoCl3]−
nd A2

+[CoCl4]2− are responsible for the extraction of Co(II)
nto Aliquat 336/PVC membranes, the [Co(II)]:[Cl−] ratio in
he back extraction solution should be 1:2. However, the exper-
mentally measured [Co(II)]:[Cl−] ratio was found to be 1:3.

This result is similar to that obtained by Paimin and Cattrall
5] in their solvent extraction studies, i.e., Co(II) is extracted
nto the membrane as the A+[HCoCl4]− ion-pair which upon
ack extraction (Eq. (8)) releases H+, Co(II) and Cl− ions in
atio [H+]:[Co(II)]:[Cl−] = 1:1:3.

+[HCoCl4]M
− ⇔ AClM + [CoCl2]S + HS

+ + ClS
− (8)

The extraction process in this case can be described by Eqs.
9) and (10):

CoCl4]S
2− + H+ + AClM ⇔ A+[HCoCl4]M

− + ClS
− (9)

CoCl3]S
− + H+ + AClM ⇔ A+[HCoCl4]M

− (10)

It is also possible that the formation of A+[HCoCl4]− at
he membrane/solution interface may involve the aqueous com-

lexes [HCoCl4]− and [HCoCl3] (Eqs. (11) and (12)).

HCoCl4]S
− + AClM ⇔ A+[HCoCl4]M

− + ClS
− (11)

HCoCl3]S + AClM ⇔ A+[HCoCl4]M
− (12)
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Fig. 4. Extraction vs. time curves for Co(II) (�) and Ni(II) (©) using the
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[14] Y. Baba, K. Hoaki, J.M. Perera, G.W. Stevens, T.J. Cardwell, R.W. Cat-
trall, S.D. Kolev, in: Proceedings of the Sixth World Congress of Chemical
Engineering, Melbourne, Australia, 2001 (Conference Media CD).
0% (m/m) Aliquat 336 chloride/PVC membrane (initial solution composition:
00 mg l−1 Co(II) and 100 mg l−1 Ni(II) in 7.0 M HCl).

The above suggestions are supported by the work of
elousov and Ivanov [17] who confirmed the presence of
omplex acids of chlorocobaltate(II) species, i.e., [HCoCl3]
nd [H2CoCl4], in concentrated HCl. The corresponding dis-
ociation constants were determined as Kd = 6.60 × 102 for
HCoCl3] and Kd,1 = 6.85 × 103 and Kd,2 = 3.60 × 101 for
H2CoCl4]. It can be calculated that the concentrations of both
HCoCl4]− and [HCoCl3] increase with the concentration of
Cl, though their concentrations remain substantially lower

i.e., more than an order of magnitude) than those of the cor-
esponding proton-free chloride complexes (i.e., [CoCl3]− and
CoCl4]2−).

.5. Separation of Co(II) from Ni(II) in the absence and
resence of Fe(III) and Cd(II)

Extraction experiments using a 7.0 M HCl solution con-
aining 100 mg l−1 of both Co(II) and Ni(II) were carried out
ith a 40% Aliquat 336 chloride/PVC absorbent membrane.
nder these conditions rapid extraction of Co(II) took place

nd no extraction of Ni(II) showing that this membrane sys-
em was highly selective for Co(II) in the presence of Ni(II)
Fig. 4). The reason for this selectivity is the tendency for
i(II) to retain its hexa-coordination in high concentrations of

hloride and, unlike Co(II), does not form tetrahedral anionic
hlorocomplexes.

The separation experiment involving a 100 ml 7.0 M HCl
eed solution containing 25 mg l−1 of Co(II), Ni(II), Fe(III) and
d(II) and five 40% Aliquat 336 chloride/PVC absorbent mem-
ranes resulted in the extraction of 99.1% of Co(II), 99.0% of
e(III) and 98.9% of Cd(II). Again Ni(II) was not extracted at
ll.
These results suggest that the 40% Aliquat 336 chloride/PVC
olid absorbent offers attractive possibilities not only for the
uantitative separation of Co(II) from Ni(II) but also for the
fficient separation of Ni(II) from other base metal ions such as
e(III) and Cd(II).

[

[

[

ta 71 (2007) 419–423 423

. Conclusions

On the basis of the results obtained it can be concluded that
liquat 336 chloride/PVC solid absorbent membranes provide

n attractive alternative to conventional solvent extraction meth-
ds for the separation of Co(II) from Ni(II). These membranes
how high selectivity for Co(II) in the presence of Ni(II) and
llow the separation of these two metal ions in the absence and
resence of other base metal ions such as Fe(III) and Cd(II)
hich often accompany Co(II) and Ni(II) in their samples. The
ack extraction of Co(II) into deionised water was found to be
ast and quantitative. Ni(II) does not extract in the Aliquat 336
hloride/PVC membranes studied at all and this can be used for
he separation of Ni(II) from other metal ions.

Further studies regarding the possibilities of separating Co(II)
rom Ni(II) in the presence of a wider range of metal ions are
urrently in progress. In addition, the application of the solid
bsorbent in the form of beads is also underway and with the
uch larger surface area available with beads than for mem-

ranes, it is to be expected that extraction and back extraction
ill be much faster.
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bstract

Problems of terminology applied for antioxidant properties of substances are being discussed. Selection of the term ‘Antioxidant Activity’ is
eing proved. New method of the determination of this index is offered, where electrode potential shift as a result of redox chemical reaction

etween substance to be determined and oxidized form of mediator system serves as a source of information. Good correlation is fixed between
ata obtained by potentiometric method and known chemiluminescent, Randox methods, and photometric method with the use of stable radical
,2-diphenyl-1-picrylhydrasyl. Accuracy and reliability of the results, simplicity of the analysis procedure and its self-descriptiveness make the
ethod offered to become good alternative to the known methods of antioxidant activity determination.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Free radicals participate and are being formed in biochemi-
al reactions providing organism cells’ vital functions. Negative
mpact of various environmental factors may lead to excess
ree radicals formation and as a result—to oxidative stress rise.
xidative stress causes diseases and fastens organism ageing

n general [1]. On the other hand activated oxygen metabolites
ontaining no unpaired electron are formed in living organ-
sms. Above-mentioned metabolites are not free radicals but

anifest oxidative properties and are able to generate radicals.
oncept ‘activated oxygen metabolites’ successfully comprises
ompounds both of radical and non-radical nature. Complex of
ompounds of the kind is illustrated by diagram from the above-
ited book.

Active oxygen compounds (AOC) are of great interest partic-
larly because of their dual role in living organism, i.e. damage
f organism cells and tissues and protection from external health
ffects. At the same time it should be taken into consideration

hat not only compounds containing unpaired electron, namely
ree radicals, are toxic but also other oxygen compounds (see
iagram 1). Usually AOC are strong oxidizers but in some cases,

∗ Corresponding author. Tel.: +7 343 257 2415.
E-mail address: baz@usue.ru (Kh.Z. Brainina).
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epending on environment, some of them (O2
•−, H2O2) perform

eductive properties.
System protecting organism from free radical excess com-

rises enzymes with oxide reductase activity, non-enzyme
roteins, polypeptides, water and oil soluble vitamins,
H—containing amino acids, flavonoids, carotinoids, etc. [1].
ost of the compounds listed prevent oxidative stress evolution

nterrupting chain oxidative reactions. That is why these sub-
tances are called both substances with antiradical activity and
ntioxidants (AO). Foodstuff and nutrients serve as a source of
ost of antioxidants.
Unfortunately terminology in this shere is not established

et. It is proposed to distinguish ‘reductant’ (reducing agent in
hemical sense of the word) and ‘antioxidant’ or ‘bioantioxi-
ant’. Prior and Cao [2] suggest to call antioxidant ‘substance
hat, when present at low concentrations compared with those
f oxidisable substrate, significantly prevents or delays a proox-
dant initiated oxidation of the substrate’. The latter practically
oincides with definition given earlier by Gutteridge [3].

Benzie and Strain [4] suggest to consider ‘antioxidant’ as
generic form describing a group of compounds which may pre-
ent the generation of oxidizing species, remove such species

r inactivate them thus preventing, delaying or minimizing oxi-
isable changes to important biomolecules’.

Thus from the data given above it is difficult to find differ-
nce between meanings of ‘reductive agent’ and ‘antioxidant’,
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Diagram 1. Free radicals

reductant’ and ‘antioxidant’. When discussing this problem it
hould be taken into consideration that ‘reductants’ and ‘antiox-
dants’ are donors of electrons and AOC are acceptors of elec-
rons. Of course, thermodynamic possibility of the reaction
etween them is determined by the ratio redox potentials of the
orresponding systems; reaction rate is determined by kinetics
f the components’ interaction. Thus to determine antioxidants
oncentration, reagents should be selected to provide thermo-
ynamic possibility of chemical reaction with substance to be
etermined and reaction of the reagents rate should be high
nough. By the way, mentioned in [2] FRAP impossibility of
educed glutathione determination is caused obviously by the
act that one or both of above mentioned conditions are not ful-
lled.

Problem to be discussed is if it is correct enough to determine
O using oxidation/reduction reactions. From general point of
iew it seems clear that reaction of radical with antioxidant
iving electron away (oxidation) leads to radical removal from
xidation chain. This is equivalent to inhibition reaction which
erves the base of the most widely used methods of AO deter-
ination [5–8]. On the other hand this conclusion obviously is

ot unambiguous. Radical compounds are intermediate prod-
cts of some antioxidants oxidation reactions. They, depend-
ng on electron and steric factors, are able either to take part
n chain oxidation reactions, i.e. manifest prooxidative prop-
rties, or to be oxidized, manifesting essentially antioxidant
roperties. It is also known that some oxygen radicals mani-
est reductive properties, i.e. are able to react like antioxidants.
he same is characteristic for variable valence ions (Fe2+, Cu+,
tc.) and hydrated electron forming as a result of water radioly-
is.

Thus to evaluate biological AO properties of the compound
ne needs to take into consideration at least some factors:

Dual role, which some antioxidants can play in mutagenesis
and carcinogenesis. For example hydroxyl groups of pheno-
lic antioxidants would undergo autooxidation into quinoid
structures followed by redox cycling, which would generate
reactive AOC. So phenolic antioxidant some times behave like
prooxidants. Nevertheless, usually they react with free radi-
cals produced by other compounds and act as radical ‘traps’
manifest themselves as antioxidants. Thus, these molecules
have the potential of acting as both pro- and antioxidants
depending on redox state of their biological environment. In

the cellular environment, these two opposing effects may be
competitive.
Synergism: it is known that reactions of reciprocal reduction
and replenishment of ascorbic acid pool are available due to

d
t

w

tive oxygen compounds.

glutathione regenerating ascorbate [9] and ascorbate regener-
ating �-tocopherole) [10].

Cumulative action of all antioxidants present in plasma and
ody fluids, providing an integrated parameter, than the simple
um of measurable antioxidants should be taken into consider-
tion. Thus, capacity of known and unknown antioxidants and
heir synergistic interaction will be assessed [2].

Taking into consideration above discussed problems it is
orth concluding that complex parameter antioxidant activity

AOA) is much more informative than data on content of indi-
idual AO in the investigated sample.

Unfortunately no method exists to provide total information
n state and interactions of such complicated systems in which
ntioxidants, prooxidants and oxidants react. Also there is no
ommon term to determine antioxidant properties of the com-
ound or compound complex. It is supposed to distinguish [11]
antioxidant capacity” and “antioxidant activity”. The first one
eans measure of the moles of given free radical scavengers by
test solutions. Rate constant of antioxidant acting against free

adicals is considered as antioxidant activity [11]. Such terms as
antioxidant power” [4] and “antioxidant ability” [12] are also
sed as a measure of AO concentration. Thus mixture of thermo-
ynamic and kinetic comprehensions is fixed. In general term
activity’ is used as thermodynamic and it should not be applied
s kinetic one.

Further in this work following [12] we will consider terms
ntioxidant activity, capacity, power, ability as synonyms, in
hermodynamic sense, and connecting them with concentration
activity) of substance or group of substances. Radical oxidation
hain break registration would provide information on AO effec-
ive impact as scavenging agents. But it is still impossible and

ethods of AO determination (TRAP, TOSC, TEAC, ORAC)
re based on reduction reaction.

Trolox equivalent capacity (TEAC) assay is based on
ntioxidants’ ability to reduce radical cations 2,2′-azinobis(3-
tilbenzotiazoline 6-sulfonat) (ABTS) and thus to inhibit absorp-
ion in long wave part of the spectra (600 nm). Water soluble
itamin E derivation Trolox [5] is applied as a standard in this
ase.

Oxygen radical absorption capacity (ORAC) [13] method
resumes registration of substrate (B—phycoerythrin or fluo-
escein) fluorescence [2] after reaction with AO in the sample
o be investigated in comparison with reference template. To

etermine peroxyl radicals Trolox again is used as a standard,
o determine hydroxil radicals—gallic acid is used.

Total radical trapping parameter (TRAP) assay is rather
idely used in investigations and has various modifications
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5,7,8,14]. This method presumes antioxidants’ ability to react
ith peroxyl radical 2,2′-azobis(2-amidinopropan)dihydro-

hloride (AAPH). TRAP modifications differ in analytical signal
egistration methods. Mostly finishing stage of analysis consti-
utes peroxyl radical AAPH reaction with luminescent (lumi-
ol), fluorescent (dichlorofluorescin-diacetate, DCFH-DA) or
ther optically active substrate. Trolox is also most often used
s a standard.

In ferric reducing/antioxidant power (FRAP) assay reaction
f Fe(III)-tripiridyltriazine reduction to Fe(II)-tripiridyltriazine
s used. The last one is brightly blue and its’ absorption band is
93 nm [4,12].

It is easy to notice that all the methods described, despite
ubstrate reacting with antioxidants: either long living radi-
als (TEAC, TRAP), AOS (ORAC), or iron complex compound
FRAP), are based on reduction reaction.

Radicals stand as electron acceptors and in all above listed
ethods the ability of antioxidants to reduce radicals is being

etermined. As a rule, Trolox is used as a standard, i.e. and AO
oncentration or sum of AO concentrations is determined.

Obviously, it is worth while to agree with Prior and Cao
2] that all methods of AO determination have various disad-
antages. EPR spectra registration is direct method. But very
hort radical life time and a great number of parallel reactions in
hich they participate do not allow one to follow effect of one
r another AO.

Thus, if we agree that electron donors are the main sub-
tances scavenging radicals, providing radical reaction chain
reak, destroying or inactivating oxidizers by means of electron
ransfer from “antioxidant” to the oxidant, it should be accepted
hat consumption of correctly selected mediator in redox chemi-
al reaction provides information on ‘antioxidant’ concentration
activity).

From this point of view it is essential what is meant by ‘cor-
ectly selected mediator’. Most of oxygen radicals are strong
xidizers, which fact determines high values of redox poten-
ials of the system radical—its reduced form, for example,

OH/OH− = 1.55 V relative to normal hydrogen electrode [15].
edox potentials of widely used AO vary from −0.42 to +0.30

16]. Consequently mediator should meet the following condi-
ion:

0
Rad/Rad(red) > E0

Ox/Red > E0
AOox/AOred,

here ERad/Rad(red) is the redox potential of the pair oxi-
ized/reduced AOC; E0

Ox/Red is the redox potential of mediator

ystem; E0
AOox/AOred is the redox potential of the pair oxi-

ized/reduced antioxidant.
By the way, FRAP method [4,12] applies iron complex com-

ounds, not oxidizing SH—which fact causes known disadvan-
age of the discussed method. It can be considered as an example
f “incorrect” selected cyctem.

The second condition of ‘correctly selected mediator’ is

ather high rate of chemical reaction with basic antioxidants.

And in the third place—passing of any signal forming reac-
ion providing chemiluminescence, luminous energy absorption
r electrode potential shift. The first two of the approaches men-

E

E
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ioned demand additive reagent introduction. The last one is free
f above disadvantages.

In this work potentiometric method of antioxidant activity
etermination is proposed. The results obtained with the use of
otentiometric method and widely used methods of chemilumi-
escence, Randox and photometric with the use of stable radical
,2-diphenyl-1-picrylhydrazyl (DPPG) are compared.

. Materials and methods

.1. Instrumentation

Potentiometric measurements were carried out with the use
f tester AOT-1 (IVA, Russia) and voltmeter III-300 (Russia).
RP-electrode “Phoenix” (USA) served as a working electrode.
Photometer KFK-3 (Zagorsk, Russia) with glass cuvette

l = 10 mm) and spectrophotometer UVIKON 930 (Tegimenta
G Company) were used for optical measurements.

For assessment of AO activity by chemiluminescent (CL)
ethod the device developed by I.I. Sapezhinskiy (Biochemical
hysics Institute of RAS) was used [17,18].

.2. Reagents

K4[Fe(CN6)] and K3[Fe(CN6)] (Reachim, Russia) qualified
s ‘pure’, KHPO4 and NaHPO4 (Reachim, Russia) qualified
s ‘pure for analysis’, methanol qualified as ‘chemically pure’,
scorbic acid (pharmacopeia), 2,2-diphenyl-1-picrylhydrazyl
ICN Biomedical, USA), reagent set by Randox Laboratories
td. (UK), glycyl-tryptophane (Gly-Trp) (Reanal, Hungary),

iboflavine (Merck), the other reagents were of chemically purity
rade.

.3. Investigated substances

Wine, herbs, extracts, infusions and balms were purchased in
etail.

Water and water–alcohol extracts of herbs were prepared as
ollows: 1 g of grinded herb material was poured by distilled
ater or 50% water–alcohol solution up to volume 10 ml and
ept in hermetic test-tubes at 60 ◦C for 18 h.

.4. Methods

.4.1. Potentiometry
To determine antioxidant activity chemical interaction of

ntioxidants with mediator system K3 [Fe(CN6)]/K4 [Fe(CN6)]
eading to its’ redox potential shift was used. Reaction was car-
ied out in K–Na–phosphate buffer solution pH 7.2. Electrode
otentials were measured before (1) and after (2) introduction
f the sample investigated:

Cox
= E0 + b lg
Cred

, (1)

1 = E0 + b lg
Cox −X

Cred +X
. (2)
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Antioxidant activity (concentration) in the solution is calcu-
ated according to formula:

OA = ±Cox − αCred

1 + α
, (3)

here E and E1 are the potentials maintaining in the system
efore and after analyzed antioxidant introduction (V); E0 is
he standard potential of mediator system (V); Cox is the con-
entration of mediator oxidized form (M); Cred is the concen-
ration of mediator reduced form (M); X is the concentration
f reacting antioxidant (eq/l); AOA is the antioxidant activity;
= 10(E1−E)/b; b = 2.3RT/nF, Eqs. (2) and (3) can be given as

t is done above if n = 1.
Taking into consideration the fact that solution ionic force

ractically remains constant and the source of information is
otential shift, but not its absolute value it is correct enough not
o distinguish between activity and concentration. Just the last
alue is used further for antioxidant activity characterization.

.4.2. Randox
Randox method represents standardized Trolox equivalent

apacity (TEAC) modification. The determination was based
n inhibition of 2,2-azinbis(3-ethylbenzolthiazine-6-sulfonate)
ABTS) absorption by antioxidants at 600 nm. ABTS radicals
ere obtained as a result of interaction of methmyoglobin with
2O2. Absorption of solution containing ABTS and methmyo-
lobin before and after introduction of a substrate (hydrogen
eroxide) was measured.

Measurements were held for solutions of:

(i) ABTS + methmyoglobin + H2O, parameter D1 is deter-
mined;

(ii) ABTS + methmyoglobin + H2O2, parameter D2 is deter-
mined;

iii) ABTS + methmyoglobin + Trolox, parameter D3 is mea-
sured;

(iv) ABTS + methmyoglobin + Trolox + H2O2, parameter D4 is
measured;

(v) ABTS + methmyoglobin + sample to be investigated,
parameter D5 is measured;

vi) ABTS + methmyoglobin + sample + H2O2, parameter D6 is
measured.

Three minutes were allowed to pass after mixing ingredients
efore parameters D measurements.

Antioxidant activity was calculated using the formula sug-
ested by analytical set producer:

OA = 1.7

(D2 −D1) − (D4 −D3)
[(D2 −D1) − (D6 −D5)].

Antioxidant activity was given in mM/l of Trolox.

.4.3. Photochemiluminescent method

The assessment of AO activity was performed by chemilu-

inescent (CL) method in the model system of photooxida-
ion of peptide Gly-Trp using the riboflavine (RF) as a pho-
osensitizer. The buffer solution containing 0.1 mM Gly-Trp,

m
c
a
m

nta 71 (2007) 13–18

× 10−5 M riboflavine and testing sample was irradiated with
onochromatic light with λ= 436 nm (in the absorption band

f riboflavine). Light of this wavelength was isolated from the
mission of the mercury lamp using a combination of colour fil-
ers. Irradiation performed at the room temperature with stirring.

ithin 60 s the irradiated solution was pumped in to a cell of a
ighly sensitive photometric device and the chemiluminescence
ignal was recorded with the automatic recorder.

The process of CL induction during RF-sensitized photooxi-
ation of Gly-Trp can be demonstrated by the following scheme:

. Free radicals formation:

RF
hv−→ ∗ RF → 3RF,

Gly-Trp + 3RF
O2−→RO2

•; O2
•−.

. Registration of CL signal:

RO2
• + O2

•− → D → P, P∗ → P +hνcl.

. Antioxidant effect (A is the antioxidant):

A + O2
•− → inactive products,

A + RO2
• → inactive products,

where 3RF is riboflavine triplet; RO2
•—Gly-Trp peroxide

radical; D is the dioxetan, intermediate product of Gly-Trp
oxidation; P* is the product responsible for CL.

As follows from the scheme, CL yield would be decreased
pon introduction of substances that scavenge free radicals.

The following parameters of AO activity were used:

) C1/2 is the 50% inhibition concentration—the concentration
in testing sample at which the chemiluminecsence intensity
decreased by 50% (the CL intensity without tested product
was taken as a reference). Concentration of tested samples
was expressed in volumetric percentage.

) Parameter “A” (mg/ml)—the total content of antioxidants in
rutin equivalents:

A = CR
1/2

CX1/2
× 100%,

whereCR
1/2 is the 50% inhibition concentration of rutin;CX1/2

is the 50% inhibition concentration in testing sample.

.4.4. Photocolorimetry
Interaction of AO and 2,2-diphenyl-1-picrylhydrazyl was

eld in argon saturated water–alcohol media. DFPG solution

aximum optical density is observed at 550 nm. For AOA con-

entration determination difference of optical density before and
fter addition of solution containing AO or herbal extract were
easured. Ascorbic acid was selected as a standard. Anti-DFPG
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Fig. 1. Comparison of results of AOA determination in various wine samples
obtained by Randox and potentiometric methods. Wine samples: (1) Sophia,
Merlot, Bulgaria; (2) Vin de Pays d’Oc Jean de Beauvais, Merlot 2002, France;
(3) Trivento Bonarda 2003, Argentina; (4) Tsar Assen, Cabernet Sauvignon
2002, Bulgaria; (5) Uina Hermina, Rioja 2002, Spain; (6) Sophia, Cabernet
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Fig. 3. Comparison of the results of AOA of (A) and water–alcohol (B)
herb extracts obtained by photometric method with the use of 2,2-diphenyl-1-
p
p
r

m

auvignon 2001, Bulgaria; (7) Oltina, La revedere, Sweden; (8) Sunny ridge,
abernet Sauvignon 2002, South Africa; (9) El Condor, Cabernet Sauvignon
002, Chile; (10) Pravova Valley, Sangiovese 1999, Special reserve, Romania.

ctivity was calculated using the expression:

= D

B
,

here A is the anti-DFPG activity (eq/l); D is the optical den-
ity of 2,2-diphenyl-1-picrylhydrazyl solution; B is the slope of
he dependence of 2,2-diphenyl-1-picrylhydrazyl optical density
ersus ascorbic acid solution concentration.

. Results

Fig. 1 shows the results of AOA determination by poten-
iometric method and Randox method for analysis of 10 wine
amples.
Correlation coefficient is 72%.
Comparison of the results of AOA of herbal extracts and bal-

ams obtained by potentiometric and chemiluminescent meth-
ds is shown on Fig. 2.

ig. 2. Comparison of the results of AOA determination in herbal extracts and
alsams obtained by potentiometric and chemiluminescent methods. Samples:
1) Vlasov balsam; (2) immunal; (3) Echinopanax elatum extract; (4) Altay
alsam; (5) Ochakov balsam; (6) Tincture #9; (7) balsam Pervoprestolny; (8)
eusea extract; (9) Rotokan; (10) eleuterocock extract.
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icrylhydrazyl stable radical and by potentiometric method. Investigated sam-
les: (1) haws; (2) juniper fetus; (3) Acorus calamus rhizome; (4) dandelion
oots; (5) oak bark.

Correlation coefficient is 91%.
Fig. 3 shows the results of AOA potentiometric and photo-

etric determination of antioxidant activity of water and alcohol
erb extracts with the use of diphenylpicrylhydrazyl stable rad-
cal.

Correlation coefficients were 94% for water and 99% for
lcohol extracts.

Difference in correlation coefficient obtained for wine and
erbal extracts can be determined using methods based on dif-
erent radical oxidative reactions and different nature of the
amples. Taking into account different reactions serving as sig-
al generating in the methods mentioned, correlation should be
ccepted as very good.

. Conclusion

In the work presented methods for comparison were selected
n which long living radicals (ABTS, DFPG) or super-
xid anion (chemiluminescence) served as oxidant–prooxidant
odel. Antioxidant activity values measured with suggested

otentiometric method correlate well with antioxidant activity

etermined by chemiluminescent, Randox methods and photo-
etric method with the use of stable radical 2,2-diphenyl-1-

icrylhydrazyl. Correlations are linear, correlation coefficients
pproach 1.
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Results obtained demonstrate that suggested potentiometric
ethod provides objective and reliable information on antiox-

dant activity of various samples. Method suggested is express
nd does not need expensive instrumentation and reagents. These
re its’ undoubted advantages.

Result validation and reliability, self-descriptiveness, simple
ay of carrying out analysis make suggested method good alter-
ative to known methods of antioxidant activity determination.

At the same time we realize that information obtained by
uggested potentiometric method is fully correct only for assess-
ent of donor–aceptor electron properties of investigated sys-

ems. As other widely used methods, it gives no direct informa-
ion on kinetics and mechanism of radical oxidation chain break
y investigated antioxidants.
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b Departamento de Estadı́stica, Facultad de Ciencias Fı́sicas y Matemáticas, Universidad de Concepción, P.O. Box 237, Concepción 4039200, Chile

Received 26 January 2006; received in revised form 8 March 2006; accepted 9 March 2006
Available online 18 April 2006

bstract

Three platinum group elements (Pd, Ir and Rh) both in solution and in pre-reduced form, and also combined with Mg(NO3)2 or ascorbic acid,
ere assessed as possible chemical modifiers on the atomization of As in digest solutions of seafood matrices (clam and fish tissue) by tungsten

oil electrothermal atomic absorption spectrometry (TCA-AAS) and compared without a modifier. Of 28 modifier alternatives in study including
ingle form and binary mixtures, and based on maximum pyrolysis temperature without significant As loss and best As absorbance sensitivity
uring atomization, three modifiers: Rh (0.5 �g), Ir (1.0 �g) and Rh (0.5 �g) + ascorbic acid (0.5 �g), at optimum amounts were pre-selected and
ompared. The definitive modifier (rhodium (0.5 �g)) was selected by variance analysis. The mean within-day repeatability was 3% in consecutive
easurements (25–300 �g l−1) (three cycles, each of n = 6) and showed good short-term stability of the absorbance measurements. The mean

eproducibility was 4% (n = 18 in a 3-day period) and the detection limit (3σblank/slope) was 42 pg (n = 16). Quantitation was by standard additions
o compensate for matrix effects not corrected by the modifier. Three sample digestion procedures were compared in fish and clam tissue samples:

icrowave acid digestion alone (A) or combined with the addition of 2% (m/v) K2S2O8 solution followed either by UV photo-oxidation (B)

r re-digestion in a thermal block (C). The accuracy was established by determination of As in certified reference material of dogfish muscle
DORM-2). Procedures B and C showed good recoveries (102% (n = 4) and 103% (n = 7), respectively), whereas procedure A was not quantitative
85%). The methodology is simple, fast, reliable, of low cost and was applied to the determination of total As in lyophilized samples of clam and
sh collected in the Chilean coast.
2006 Elsevier B.V. All rights reserved.

r; Sam

w
p
m
t
h
a
m

eywords: Chemical modifiers; Arsenic; Tungsten coil electrothermal atomize

. Introduction

Arsenic (As) is a worldwide recurring pollutant of natural
rigin commonly associated with ores of metals like copper,
ead, and gold [1]. This metalloid is found in the environment
n several chemical forms [2], and is well known as a source of
erious health effects by prolonged intake even at low concentra-

ions. In particular, inorganic As (As(III) + As(V)) is extremely
oxic and long-term exposure has been associated with can-
ers of the skin and internal organs (e.g., bladder, lung) as

∗ Corresponding author. Tel.: +56 41 203027; fax: +56 41 226382.
E-mail address: cbruhn@udec.cl (C.G. Bruhn).
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ple pretreatment; Lyophilized clam; Lyophilized fish

ell as various non-cancerous disorders (e.g., keratoses, hyper-
igmentation) [3,4], whereas methylated species such as mono-
ethylarsonic acid (MMA), di-methylarsinic acid (DMA), and

ri-methylarsine oxide (TMAO) have a moderate toxic effect on
umans and biota, and the cationic species arsenobetaine (AsB)
nd arsenocholine (AsC) are considered non-toxic [2,5]. The
ain exposure routes to As in humans are dietary and drink-

ng water ingestion. Among dietary sources, seafood exposures
ight be of concern because As concentrations can be orders of
agnitude higher than those associated with other food groups.

lso, naturally occurring As is very broadly distributed in many

ubsurface drinking water aquifers around the globe [6,7]. In
atin America, particularly in Central and Northern Chile, cop-
er mining and smelting is a major source of contamination by
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s, and a few smelters in this area are responsible of a large frac-
ion of As emissions [8]. Besides, the soils and aquifers in the
orth of Chile are characterized by high As content due to the
eomorphology exceptionally rich in As [9]. Hence, owing to
atural and anthropogenic contamination and to the high mobil-
ty and bioavailability of As species, diffusion throughout the
ood chain including water and food for human consumption, is
xpected.

Actually, there is still a need of reliable and simple analyt-
cal methods and procedures for As determination in different
ood sources, because the determination of total As continues to
e highly relevant in order to provide reliable data on the total
ontent of As in seafood and other matrices. Among atomic
pectrometric techniques, during the last decade electrothermal
tomic absorption spectrometry (ET-AAS) with a tungsten coil
tomizer (TCA) has shown noteworthy features as a supple-
entary atomization source to the flame. For small laboratories

nd service organizations with restricted instrumental budget
he study of alternative atomization means in ET-AAS is suit-
ble and relevant. According to a recent review [10], tungsten
evices in analytical atomic spectrometry continue to provide
imple and versatile atomizer alternatives. In 1988, Berndt and
chaldach [11] proposed the use of a double-layer coiled tung-
ten filament (150 W) which offers some advantages to enable
he determination of As in solution samples, such as low power
upply requirements, fast heating and low cost of the coils [12].
hough, some disadvantages limit its use, for example lack of
TCA commercial system, atomization under non-isothermal

onditions, short residence time of the atomic vapor and matrix
ffects are produced in the solid and gaseous phase. Lately, in
his research group our efforts aimed to contribute to the eluci-
ation of these inconveniences.

One of the approaches pursued to minimize matrix effects is
he use of chemical modifiers in trace metal determinations by
CA-AAS. Recently, the use of modifiers with metal atomizers
as reviewed by Nóbrega et al. [13], pointing out that there is no
anacea similar to the Pd + Mg mixture used in graphite furnace
AS because the chemical processes implicated during atom-

zation are different from those occurring in a graphite tube.
oth single and combined modifiers were used to thermally

tabilize the analyte in a TCA without enclosure [11] operat-
ng in a reducing environment, enabling the elimination of the
ample matrix and in parallel attaining a sensitivity enhance-
ent [14–16]. It is well known that As is thermally stabilized

n pyrolytic graphite surface by using W, Zr, and the platinum
roup metals (PGMs) as chemical modifiers, considering a ther-
al pre-reduction of the modifier in this surface. Among the
ost successful modifiers are Pd, Ir, Rh and Ru applied either

i) singly and directly onto the pyrolytic graphite surface, or (ii)
n a pretreated graphite surface coated with W or Zr carbides, or
iii) combining Pd and Ir in these applications [17]. This proce-
ure allows the trapping of hydride-forming elements and also
olatile elements in the graphite surface followed by the atom-

zation step, thereby enabling the determination of ultra-traces
f metalloids and volatile elements by ET-AAS with high sen-
itivity, without analyte loss in molecular form and eliminating
atrix effects. Regarding metal atomizers, recently Hou et al.

p
p
b

a 71 (2007) 81–89

18] established the feasibility of Ir as a permanent chemical
odifier for the TCA, and Barbosa et al. [19] showed that a Rh-

oated tungsten coil was useful for selenium hydride collection.
ore recently, a systematic study was performed by TCA-AAS

o establish among three PGMs (Pd, Ir, and Rh) an optimum
hemical modifier to enable the determination of As at trace
evels in biological materials, and Rh (2.0 �g) in pre-reduced
orm was found more effective [20]. The aim of this work is to
xtend the study of chemical modifiers for As determination in
igest solutions of seafood samples, in particular of fish and clam
issues, including Pd, Ir, Rh both in solution and in pre-reduced
orm, and also combined with Mg(NO3)2 and ascorbic acid, well
nown modifiers used in ET-AAS with the graphite furnace [21],
omparing their performance in terms of maximum pyrolysis
emperature to eliminate the sample matrix without significant
s loss in this step, and best absorbance sensitivity for As in the

tomization step. In addition, three sample digestion procedures
re considered in this study to provide a complete conversion
f As present in various organoarsenicals into As(V), bearing in
ind that these species comprise the major fraction of the As

ontent in these seafood matrices (>90%) [22–24]. The employ
f microwave acid digestion alone or combined with the addi-
ion of K2S2O8 followed either by UV photo-oxidation [25,26]
r re-digestion in a thermal block are compared in fish and clam
issue samples. Both seafood matrices are significant food items
n the Chilean diet and it would be of great utility to have a
eliable, simple, fast and inexpensive method that would make
t possible to quantify total As therein.

. Experimental

.1. Apparatus

A Perkin-Elmer (PE) Model 1100 atomic absorption spec-
rometer (Überlingen, Germany) was equipped with a TCA [11].
he limiting time resolution of the spectrometer was 0.02 s and
eak height absorbance was measured throughout [15] at the
93.7 nm As resonance line (EDL System 2 lamp, PE). The
bsorbance was background corrected with a deuterium arc, and
ime-resolved absorption signals were printed out. The mea-
urement time was 1.0 s. Lamp current and slit-width settings
orresponded to manufacturer’s recommendations. Sample and
eference solution aliquots of 10 �l were manually delivered into
he coil through a micropipette (Transferpette, Brand, Wertheim,
ermany). The double-layer coiled tungsten filament (150 W,
sram, Munchen, Germany, Part No. 64633 HLX) was heated
y a programmable power supply with a voltage feedback cir-
uit (Anacom Equipment and System, Sao Bernardo do Campo,
P, Brazil) and run with a PC computer (Pentium 100 MHz).

purpose-built control interface was used to trigger the read
ommand of the spectrometer. Argon–hydrogen (90:10) (Indura,
antiago, Chile) for TCA-AAS was used as purge gas at an opti-
um flow rate of 1.5 l min−1 throughout.

Marine food samples were ground and blended both in a

re-cleaned mixer (Philips HR2810/A) and a pre-cleaned chop-
er (Sindelen model Silhouette P-123) fitted with stainless steel
lades and plastic vessels. The samples were frozen in a Frio
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ux freezer and lyophilized in a Leybold (model Lyovac GT2)
reeze dryer supported by a Welch vacuum pump (model W
eries, 10−1 to 10−2 Pa). The lyophilized samples were pow-
ered in a micro-dismembrator (B. Braun Biotech, Melsungen,
ermany) equipped with PTFE containers with lid and PTFE
alls by using a cryogenic approach. Liquid nitrogen (AGA,
oncepcion, Chile) was used to freeze the ground mass of

he fish samples within the PTFE flasks before comminution
n the micro-dismembrator [27]. Microwave sample digestions
ere carried out in a Milestone MLS-1200 MEGA microwave

ystem (Bergamo, Italy) by using Milestone’s digestion HPR-
000/6 rotor with TFM vessels. In the first re-digestion approach
ssisted by UV photo-oxidation, the digest solution was passed
n a continuous flow mode through a Tefzel tubing (i.d. 0.30 mm,
70 cm in length) coiled along a germicidal UV fluorescent tube
15 W). The later was fixed in a wood support under an aluminum
hield containing several venting slots to dissipate minor heat
roduced by the low power radiation. A Ismatec MCP (model
SM 726 (2–200 rpm)) peristaltic pump was used to propel the
igest solution through the coil tubing, which was held at 0.5 cm
rom the UV tube surface affixed throughout by four galva-
ized wire strips set parallel to the UV tube (equidistant to the
ires) to avoid a warm up effect from the radiation. The second

e-digestion approach was performed in a laboratory made alu-
inum thermal block supplied with five cavities drawn therein

o lay the digestion tubes, a thermo regulator inserted in the side
f the block and a thermometer set in a central orifice on top,
nd was heated at the required temperature by a portable furnace
ontrolled trough a rheostat. An analytical balance AA 200 DS
sensitivity 0.02 mg, Denver Instrument Co.); a vortex shaker,
laboratory oven and several micropipettes (Transferpette and
innipipette) were also used.

.2. Reagents, materials and samples

Most reagents were of analytical-reagent grade (Merck,
armstadt, Germany), except for HNO3 which was further
urified in a quartz sub-boiling still (Kürner, Rosenheim, Ger-
any) and stored in quartz, Mg(NO3)2·6H2O, H2O2 (30%,
/m) which was Suprapur grade (Merck), Iridium stock solu-

ion (Strem Chemicals, Inc., Newburyport, MA, USA) and
hodium stock solution (Aldrich, Milwaukee, WI, USA).
he modifiers stock solutions were 10.0 ± 0.2 g l−1 Pd (as
d(NO3)2 in 15%, v/v HNO3), 1000 �g ml−1 Ir (as IrCl3 in
0% HCl) and 1000 �g ml−1 Rh (Rh in 5% HCl). Modifier
olutions of Pd, Ir, Rh, Mg and ascorbic acid were prepared
n the concentration range 5–1000 �g ml−1 by dilution of the
tock solutions (Pd, Ir and Rh) and by dissolving 0.2637 g of

g(NO3)2·6H2O in 25 ml (1000 �g ml−1 Mg) and 0.025 g of
scorbic acid in 25 ml (1000 �g ml−1), respectively. The pre-
elected modifiers and optimized amounts for more in depth
tudies in sample matrices were Rh (50 �g ml−1) in solu-
ion (0.5 �g), Ir (100 �g ml−1) in solution (1.0 �g) and the

inary mixture Rh (50 �g ml−1) + ascorbic acid (50 �g ml−1)
n solution (0.5 �g + 0.5 �g, respectively). The re-digestion
rocedures were performed in 2% (m/v) K2S2O8 solution
repared daily in 0.5% (m/v) NaOH. Ultrapure (u.p.) water

e
1
5
2

a 71 (2007) 81–89 83

18.3 M� cm at 25 ◦C) was used throughout. Arsenic (V) stock
olutions (1000 �g ml−1) were prepared from Titrisol concen-
rate (Merck), and reference solutions of As(V) were pre-
ared daily by stepwise dilution of a working standard solution
20 �g ml−1) prepared weekly. The stock and the later solutions
ere stored at 4 ◦C until use. Standard additions (10, 20, 40 and
0 �g l−1 As(V)) were applied for As determination in sample
olutions.

A certified reference material (CRM) of dogfish muscle
DORM-2, National Research Council of Canada, Canada) and
homogenized, lyophilized, powdered clam sample of Semelle

olida (“almeja”) collected in natural banks from the Chilean
oast [28] were used in the pyrolysis and atomization studies
ith all matrix modifiers and their combinations. The CRM was
sed too in the accuracy study. Also, besides the former clam
ample, a powdered sample of clam Tagelus dombeii (“nava-
uela”) and five powdered samples of fish muscle (three samples
f Merluccius gayi (“merluza común”) and two samples of
almo Salar (“salmón del Atlántico”)) caught in the coastal area
f the Eighth Region of Chile were analyzed for total As by the
roposed methodology. Both clam samples were prepared as
eported elsewhere [28] and the fish samples corresponded to
resh fish obtained directly from a fisherman at the fish market,
nd were washed carefully with distilled water, dried externally
ith paper towel, skinned, filleted with a plastic knife, and cut

n small slices. These slices were ground first in a pre-cleaned
ixer and second, in a pre-cleaned chopper, and the ground
ass obtained as a paste was transferred into a pre-weighed

lass vessel; the vessel was reweighed, frozen in a freezer at
20 ◦C for 24 h, lyophilized in a freeze dryer for 120 h divided

n consecutive 8-h periods (with the corresponding freezing
eriods overnight) to enable redistribution of the ground mass
ithin the glass container, and reweighed to obtain the sample
ater content. The lyophilized sample divided in small frac-

ions was powdered in a micro-dismembrator using a cryogenic
pproach with liquid nitrogen [27]. All powdered fractions were
ixed together in a closed PTFE container and homogenized in
mechanical shaker. This product was screened through a set

f three polyester sieves (16–32–65 mesh, respectively) being
he largest particle size of the fine powder between 180 and
50 �m. The later was re-homogenized, weighed, divided in
lastic containers and stored in a desiccator at room tempera-
ure. The residual humidity was <2% in the fish samples and
5.5% in the clam samples.

Glass and plastic materials were cleaned as described else-
here [12].

.3. Sample solutions in study

Samples (500 mg lyophilized clam or fish) were digested in
microwave system; the digestion was performed in a mix-

ure of HNO3/H2O2 (6:1) according to manufacturer’s suggested
rogram and to conditions indicated elsewhere [29] without an

vaporation step after digestion: step 1, 1 min/250 W; step 2,
min/0 W; step 3, 5 min/250 W; step 4, 5 min/400 W; step 5,
min/650 W; and step 6, 5 min/0 W. The total digestion time was
2 min. No temperature and pressure measurements were made
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Table 1
Thermal program for the determination of Asa without and with chemical mod-
ifier by TCA-AAS

Step Time (s) Voltage (V) Temperature (◦C) Effect

1 60 0.50 250 Dry (1)
2 50 0.55 280 Dry (2)
3 30 In studyb In studyb Pyrolysis
4 10 0 20 Cool
5 0.20 0 20 Read
6 2.5 In studyc In studyc Atomization
7 3 11.5 1750 Clean
8 10 0 20 Cool

a Injection volume, 10 �l.
b In the study of pyrolysis step the atomization temperature was 1750 ◦C

(11.5 V). In the selected modifier (Rh (0.5 �g)) the optimum temperature was:
8

1
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s
modifier. Besides the use of a single modifier, some binary com-
binations were considered as well, based on apparent synergic
modifier effects by comparison of the pyrolysis curves with those
obtained without a modifier. Since the modifier effect observed

Table 2
Thermal program for the pre-reduction of the modifier on the TCA

Step Time (s) Voltage (V) Temperature (◦C) Effect

1 20 0.65 315 Dry (1)
2 25 0.60 300 Dry (2)
3 40 0.55 280 Dry (3)
4 20 0.50 250 Dry (4)
5 10 xa xa Pre-reduction
4 C.G. Bruhn et al. / T

ue to the lack of automatic temperature or pressure control
ccessories in the microwave digestion unit. The digest solu-
ions were carefully transferred into 25-ml volumetric flasks and
iluted with u.p. water (sample digest solution) (A). Besides this
pproach, the sample digest solution was re-digested further for
complete conversion and oxidation into inorganic As(V) of

he organoarsenicals still present in this solution. Thus, a photo-
xidation (B) and a re-digestion in an aluminum thermal block
C) were applied. In both approaches a 10 ml aliquot of the sam-
le digest solution was mixed with 10 ml of 2% (m/v) K2S2O8
olution (in 0.5%, m/v NaOH), and this solution mixture (M) was
repared in duplicate. In approach B, the M solution was pro-
elled through a Tefzel tubing (described previously), irradiated
y a germicidal UV fluorescent tube (15 W) in continuous flow
ode at a flow rate of 1 ml min−1 for 30 min, and was stored

t 4 ◦C until analysis (within 48 h). In approach C, two 6 -ml
liquots of M solution were transferred into two silica digestion
ubes respectively, re-digested in the aluminum thermal block
etween 50 and 60 ◦C for 3 h, and subsequently heated up to
00 ◦C and held for 1 h at this temperature, for the decomposition
f K2S2O8 and partial evaporation of the solution [30]. Both re-
igested solutions were transferred quantitatively and combined
n a 25-ml volumetric flask, and diluted with u.p. water. Sample
nd CRM digest solutions were diluted suitably to fit within the
hird lowest segment of the linear working range and above the
imit of quantification for As determination. Blank solutions of
he acid digestion and re-digestions were prepared likewise.

.4. Procedure

A preliminary study was performed on the thermal program
f the TCA with a blank and diluted digest solutions (1:25) of
yophilized fish muscle (DORM-2) and clam tissue (Semelle
olida), all of them spiked with As(V) (100 �g l−1), without
nd with Pd, Ir, Rh, Mg and ascorbic acid (Asc.ac.) as chemi-
al modifiers, both in single form and in binary mixtures, and
pplied into the tungsten coil both in solution (all of them) and in
re-reduced form (Pd, Ir, Rh and Mg) to establish the optimum
yrolysis conditions based on the highest temperature possible
ithout significant As loss in this step, and high As absorbance

ensitivity. An 8-step thermal program of the TCA was used in
his study (Table 1); steps 1, 2, 4, 5 and 8 were optimized in
revious work [20], and steps 3 and 6 correspond to the pyroly-
is and atomization, respectively. The pyrolysis and atomization
imes (30 and 2.5 s, respectively) were selected based on the cor-
esponding conditions established in previous studies performed
n digest solutions of biological matrices [20]. During the pyrol-
sis study, the maximum atomization temperature (step 6) and
he clean temperature (step 7) applied was 1750 ◦C (11.5 V) in an
ttempt to extend the modifier effect. In each modifier and appli-
ation approach was used a new coil to avoid possible memory
ffects. The first approach was the use of each modifier in solu-
ion at set concentration of 50 �g ml−1 for Pd, Ir, Rh and Mg,

ased on our previous experience with elements of the PGMs
s modifiers in the TCA [20], and 100 �g ml−1 for Asc.ac [29].
sing the optimized pyrolysis and atomization conditions estab-

ished therein, the concentration of each modifier was studied

6
7

(

50 ◦C (2.5 V) (blank digest); 760 ◦C (2.0 V) (clam and fish tissue digest).
c The optimum atomization temperature was: 1860 ◦C (13.0 V) (blank digest);
800 ◦C (12.0 V) (clam and fish tissue digest).

eparately in the range between 5 and 250 �g ml−1; addition-
lly, the modifier concentrations were studied too in some binary
ixtures (Rh–Asc.ac.; Rh–Mg; Rh–Ir; Ir–Asc.ac.; Pd–Mg; and
d–Asc.ac.), based on the pyrolysis curves obtained with As(V)
100 �g l−1). Also, the elements of the PGMs (Pd, Ir and Rh) and

g were used as modifiers in pre-reduced form (p-r), and the
ptimized conditions for the pre-reduction are shown in Table 2.
n this case, 2 modifier approaches were tested on the tung-
ten coil: (i) 10 consecutive injections of 30 �l (or 20 �l) of
1000 �g ml−1 modifier solution (Pd, Ir and Rh) equivalent to
00 �g (or 200 �g), each one pre-reduced as indicated in Table 2
step 5) in the search of a permanent modifier effect; and (ii) a
ingle injection of 10 �l of 200 �g ml−1 solution equivalent to
.0 �g (Pd, Ir and Rh) pre-reduced likewise, before the injection
f the As reference or sample solution in study, to make sure that
modifier effect was obtained in it. The coil temperature was

stimated by voltamperometric measurements according to a
rocedure described elsewhere [12,14] and the mean uncertainty
f this temperature estimate is 6.2% [14]. New coils were condi-
ioned as described elsewhere [20] and aligned in the radiation
eam before proceeding with the measurements. The modifiers
tudied included 28 alternatives and were compared without a
2 11.5 1750 Atomization
10 0 20 Cool

a 3.0 V/950 ◦C (Ir); 6.0 V/1330 ◦C (Pd); 3.0 V/950 ◦C (Rh); 1.5 V/625 ◦C
Mg).
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Fig. 1. (a–d) Pyrolysis and atomization temperature curves of 1.0 ng As(V) in
acid-digested blank solution: (a) without chemical modifier; (b) in 0.5 �g Rh;
(c) in 0.5 �g Rh + 0.5 �g Asc.ac; (d) in 1.0 �g Ir. In pyrolysis study the atomiza-
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ith Pd both in solution and in pre-reduced form was not signif-
cant, the binary mixtures Pd–Ir and Pd–Rh were not considered
n this study. After establishing the optimum pyrolysis tempera-
ures, the three modifiers and/or mixtures with best performance
ccording to the criteria indicated above were selected for the
tudy on the atomization temperature. The definitive selection
f the most appropriate modifier in the aforementioned diluted
igest solutions of fish muscle and clam tissue spiked with As(V)
100 �g l−1) was by one-way variance analysis (Tukey test) [31],
omparing the pyrolysis curves and the As absorbance obtained
t the maximum voltage without significant As loss.

Interference effects of the main cations and anions accord-
ng to the approximate concentrations present in digest solu-
ions of clam and fish muscle, considering both the sample
mount digested and the final solution volume were assessed
or As(V) (200 �g l−1) in aqueous reference solutions with the
elected modifier Rh (0.5 �g). For cations at two concentration
evels were studied the effects of Na+ (10 and 100 �g ml−1),

+ (20 and 200 �g ml−1), Ca2+ (15 and 150 �g ml−1), Cu2+

0.1 and 1.0 �g ml−1), Mg2+ (5 and 50 �g ml−1), Fe3+ (1 and
0 �g ml−1) and Zn2+ (1 and 10 �g ml−1) as nitrates. The anions
tudied likewise corresponded to Cl− (15 and 150 �g ml−1) (as
H4Cl), SO4

2− (10 and 100 �g ml−1) (as (NH4)2SO4) and P
15 and 150 �g ml−1) (as (NH4)2HPO4). Blank solutions were
repared and measured for each concomitant ion at both concen-
ration levels and As absorbance of the corresponding solution
as blank corrected. In each instance, the background corrected

bsorbance, the peak shape and the background absorbance were
ompared with those obtained for As without interference in Rh
0.5 �g) modifier. This study was performed with the optimized
hermal program for As(V) in Rh (0.5 �g) using 10 �l injections.

The analytical performance was assessed for As by using
s(V) without modifier (sensitivity and linear working range)

nd in the selected modifier (Rh, 0.5 �g) under optimized condi-
ions by systematic evaluation of the linear working range, char-
cteristic mass (mo), repeatability, reproducibility and detection
imit (D.L., 3σblank/slope). The three sample pretreatment pro-
edures (A, B, C) were applied to independent subsamples of
CRM of dogfish muscle tissue (DORM-2) and the results

btained in the determination of total As in Rh (0.5 �g) mod-
fier by TCA-AAS in the respective digest solutions – based
n dry weight (following the procedures recommended by the
RM producer for establishing the sample humidity) [32] – were
ompared both with the certified concentration and among them.
he accuracy was established by the determination of As in the
RM of fish muscle. Quantitation was performed by standard
dditions. The methodology including the three sample pretreat-
ent procedures was applied to the determination of total As in

ypical clam and fish samples.

. Results and discussion

.1. Study of pyrolysis and atomization for As in seafood

amples using chemical modifiers

In previous study on chemical modifiers for As determination
y TCA-AAS [20] performed in single form with pre-reduced

t
I
w
a

ion temperature was 1750 ◦C; in atomization study the pyrolysis temperatures
ere 850 ◦C (no modifier; 0.5 �g Rh; 1.0 �g Ir) and 950 ◦C (0.5 �g Rh + 0.5 �g
sc.ac.).

d, Ir and Rh, it was shown that Pd was not effective and
h (2.0 �g) was the most satisfactory modifier. Nevertheless,
o further modifiers and other treatment alternatives were
onsidered. In the present work, 28 pyrolysis studies were
erformed as described in Section 2.4. The pyrolysis tempera-
ure was varied between 280 ◦C (0.55 V) and 1100 ◦C (4.0 V)
nd the outcome of these studies was a pre-selection of three
hemical modifiers with the best performance in terms of
hermal stabilization of As (maximum pyrolysis temperature
ithout significant As loss) and maximum As absorbance in the

hree aforementioned digest solutions compared to without a
odifier. The pre-selected modifiers applied in solutions were:
h (0.5 �g), Ir (1.0 �g) and Rh (0.5 �g) + Asc.ac. (0.5 �g), and

ubsequently their atomization temperatures were studied (at
ptimum pyrolysis temperature) between 1100 ◦C (4.0 V) and
920 ◦C (14.0 V). As is shown in Fig. 1, in acid digested blank
olution spiked with As (100 �g l−1) without modifier (Fig. 1a)
learly the pyrolysis curve differs from the same curves obtained
ith modifiers (Fig. 1b–d) in absorbance sensitivity (being

ignificantly lower by a factor of 2) and in the profile. Also,
his pyrolysis curve illustrates two effects; between 280 and
25 ◦C a significant decrease in absorbance indicates apparent
s loss in one molecular form (not evident in the presence of
h modifier), whereas between 625 and 850 ◦C a second form
ore stable thermally became apparent which is lost above

50 ◦C. Based on these results, 850 ◦C was selected as the
yrolysis temperature without modifier, which is coincident
ith the optimum pyrolysis temperature in the presence of Rh

0.5 �g) or Ir (1.0 �g) modifiers, whereas 950 ◦C was the opti-
um pyrolysis temperature in Rh (0.5 �g) + Asc.ac. (0.5 �g)
odifier. In the atomization curves (Fig. 1) (using a pyrolysis
emperature of 850 ◦C (2.5 V) (no modifier; 0.5 �g Rh; 1.0 �g
r) or 950 ◦C (3.0 V) (0.5 �g Rh + 0.5 �g Asc.ac.)), no plateau
as reached in any of them but a significantly higher relative

bsorbance for As by a factor of 2 was observed between 1850
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Fig. 2. (a–d) Pyrolysis and atomization temperature curves of 1.0 ng As(V)
in diluted (1:25) acid-digested dogfish muscle (DORM-2) solution: (a) with-
out chemical modifier; (b) in 0.5 �g Rh; (c) in 0.5 �g Rh + 0.5 �g Asc.ac; (d)
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n 1.0 �g Ir. In pyrolysis study the atomization temperature was 1750 ◦C; in
tomization study the pyrolysis temperatures were 625 ◦C (no modifier; 0.5 �g
h + 0.5 �g Asc.ac.; 1.0 �g Ir) and 760 ◦C (0.5 �g Rh).

nd 1950 ◦C (13.0 and 14.0 V) in the three modifiers, showing
long this study a similar trend with steeper curves compared
ithout a modifier. The selected atomization temperature was
850 ◦C (13.0 V). The same study was performed in diluted
ample digest solutions of clam and fish tissue, and the pyrolysis
nd atomization curves showed some significant differences
ompared without a modifier. Since the pyrolysis and atomiza-
ion curves obtained in both matrices were quite similar, the
esults obtained in fish tissue will be discussed further.

As is shown in Fig. 2 in diluted acid-digested solutions of
sh tissue spiked with As (100 �g l−1) without modifier, the
ptimum pyrolysis temperature was 625 ◦C (1.5 V) and the
aximum absorbance obtained is significantly smaller (at least

y a factor of 4.9–5.2 times in the pyrolysis study) compared
ith the maximum absorbance obtained for As in Rh (0.5 �g)

nd in Rh (0.5 �g) + Asc.ac. (0.5 �g), and smaller (by a factor
f 3.2) compared with the maximum absorbance obtained for
s in Ir (1.0 �g) modifier. Without modifier the interference

ffect of concomitants was similar in fish digest as in clam,
ausing similar loss of arsenic in both matrices. Apparently in
he presence of the pre-selected modifiers the higher relative
bsorbance of As obtained in both sample digests compared
o the case without modifier could be explained by a reduction
f analyte loss due to concomitants effect [20]. The optimum
yrolysis temperature was 760 ◦C (2.0 V) in Rh (0.5 �g)
roviding some thermal stabilization of As, and was 625 ◦C
1.5 V) both in Rh (0.5 �g) + Asc.ac. (0.5 �g) and in Ir (1.0 �g),
howing no difference with the optimum temperature obtained
ithout modifier. In the atomization curves a significantly
igher relative absorbance for As by a factor of 4.1 in Rh
0.5 �g) + Asc.ac. (0.5 �g) and 3.9 in Rh (0.5 �g), was shown

p compared to the no use of modifier. Iridium (1.0 �g) modifier
as somewhat less effective, and As absorbance was higher by
factor of 1.9 respect to the no use of modifier. An incipient

lateau is noticed in the atomization curves obtained without

3

t

a 71 (2007) 81–89

odifier and in Rh (0.5 �g) + Asc.ac. (0.5 �g) modifier. In the
sh digest study like in the clam study the selected atomization

emperature was 1800 ◦C (12.0 V), to extend the useful coil
ifetime. A difference found comparing the atomization curves
btained in both sample digests and in the blank digest was
he relative sensitivity for As between 1330 and 1950 ◦C (6.0
nd 14.0 V, respectively). In the blank digest study the relative
ensitivity was quite comparable between the three pre-selected
odifiers and higher than without modifier, whereas in clam and
sh digests the relative sensitivity was much higher and compa-
able between Rh (0.5 �g) and Rh (0.5 �g) + Asc.ac. (0.5 �g),
eing lower in Ir (1.0 �g) and much lower without modifier.

Hitherto, in both sample digests Rh modifier without or with
sc.ac was more effective than Ir in thermally stabilizing As,

nd although there was a slight thermal stabilization effect in
articular with Rh compared to the no use of modifier, the main
ffect observed in the three pre-selected modifiers was a signifi-
ant increase in relative absorbance, being more favorable in Rh
0.5 �g) and in Rh (0.5 �g) + Asc.ac. (0.5 �g).

.2. Selection of the modifier by variance analysis

An attempt was made to establish a systematic approach using
statistical tool to compare the pyrolysis curves obtained for
s among the three pre-selected modifiers with similar perfor-
ance in terms of thermal stabilization. The pyrolysis curves, the

ptimum pyrolysis temperature without significant As loss and
he corresponding As absorbances obtained therein in the blank
igest and in the diluted digest solutions of clam and fish tissue
piked with As (100 �g l−1) were compared by variance analysis
ANOVA). Since first order interactions in the three digest solu-
ions were significant, comparisons between modifiers were per-
ormed in each study voltage. In blank digest the optimum pyrol-
sis temperature was 950 ◦C (3.0 V) and the mean As absorbance
btained in Rh (0.5 �g) + Asc.Ac (0.5 �g) (0.200) was signifi-
antly higher than in the other modifiers. In this digest without
ample matrix, Rh (0.5 �g) + Asc.Ac (0.5 �g) appears as most
uitable among the studied modifiers. In clam and fish digests the
ptimum pyrolysis temperature obtained for As in Rh (0.5 �g)
as 760 ◦C (2.0 V) and the mean As absorbance was 0.306 and
.355, respectively, being significantly higher compared with the
ther modifiers. Using Rh (0.5 �g) + Asc.ac. (0.5 �g) modifier
nd the same pyrolysis temperature, the mean As absorbance
btained in clam (0.306) and fish tissue (0.320) corresponded
o the next alternative modifier. In fish tissue digest another
lternative modifier was Rh (0.5 �g) + Asc.ac. (0.5 �g). Both in
lam and fish digest solution the pyrolysis curves obtained in Rh
0.5 �g) and Rh (0.5 �g) + Asc.ac. (0.5 �g) were the most satis-
actory and concurrently similar. Based on these comparisons,
he definitive selected modifier for further analytical studies was
h (0.5 �g), since the mixture Rh (0.5 �g) + Asc.ac. (0.5 �g) did
ot show any additional feature to persuade on this decision.
.3. Analytical figures of merit

After the selection and optimization of Rh modifier (0.5 �g),
he calibration curves and linear working ranges for As were
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Table 3
Calibration graphsa for As(V) obtained by TCA-AASb without and with Rh (0.5 �g)

Modifier Calibration range (�g l−1) Slope ± S.D.c Intercept ± S.D. Standard errord Correlation coefficient

None 10–250 0.0014 ± 0.00001 −0.0017 ± 0.0016 0.0027 (7) 0.9998
Rh (0.5 �g) 10–300 0.00186 ± 0.00002 0.0007 ± 0.0037 0.0054 (8) 0.9997

a Linear regression (A = mC + b) representative of n = 6 for each data point.
b Obtained with eight-steps thermal program.
c Standard deviation.
d Number of data points in parentheses.

Table 4
Analytical figures of merits obtained for As in Rh (0.5 �g) by TCA-AAS

Reciprocal sensitivity
(

Characteristic Linear working Within-day Reproducibility Detection limit
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�g l−1) mass (pg) range (�g l−1)

.3 23 10–300

stablished with and without modifier for comparison, and are
eported in Table 3. In Rh modifier the slope sensitivity for As
as higher by 33% and the linear working range was more

xtensive compared without a modifier; the correlation coef-
cients were quite satisfactory in both conditions. In Table 4 are
hown the analytical figures of merit obtained in Rh (0.5 �g)
odifier; the characteristic mass was 23 pg obtained with 10-
l injections of As solutions, and was somewhat higher than in
revious study with pre-reduced Rh (2.0 �g) [20] mainly due
o a lower atomization temperature selected in the present work
hich enables a more extended linear working range and conve-
ient coil lifetime. The mean within-day repeatability obtained
n three cycles, each of six consecutive measurements and each
ycle performed with new independent coil, turning off and on
he spectrophotometer and EDL lamp between cycles was 3%
1% (300 �g l−1) to 8% (25 �g l−1)). The mean reproducibility
btained in 18 measurements performed per day in 3 different
ays with newly prepared solutions of the same concentrations
as 4% (2% (300 �g l−1)–8% (25 �g l−1)), which indicates that

he intralaboratory variability was small for As reference solu-
ions in Rh modifier. The detection limit (D.L., 3σblank/slope) of

s in the presence of Rh (0.5 �g) was established in consecu-

ive measurements with 10-�l injections of two As(V) reference
olutions (10 and 20 �g l−1) alternated with a blank solution and

o
n
c

able 5
nterference effectsa on As (200 �g l−1) in Rh (0.5 �g) modifier by various concomit

nterferent C1 (�g ml−1) % Absorbanc

a+ 10 92
+ 20 97
a2+ 15 122
g2+ 5 92

e3+ 1 81
n2+ 1 96
u2+ 0.1 95
O4

2− 10 99
PO4

2− 15 21
l− 15 95

a C1 and C2 are concentration levels.
b Respect to As absorbance without interferent.
repeatability CV% CV% (pg)

3 4 42

as 4.2 �g l−1 (42 pg) (n = 16). The CV% obtained in these con-
ecutive measurements was 13% and 8% for 10 and 20 �g l−1

s(V), respectively. This detection limit is comparable with the
etection limit obtained in previous work for As in pre-reduced
h (2.0 �g) [20]. Compared to the detection limit obtained by
T-AAS with the graphite furnace and integrated platform using

ongitudinal Zeeman background correction is higher by a fac-
or of 4 [33]. Nevertheless, the detection limit obtained for As
ith Rh (0.5 �g) modifier by TCA-AAS is suitable for its direct
etermination in diluted digest solutions of the seafood matrices
n study. The method detection limit by TCA-AAS was assessed
or As in acid digested fish sample matrix with Rh modifier and
as 0.2 �g g−1 dry weight (dw) and the quantification limit was
.7 �g g−1 (dw). This figure of merit is satisfactory to determine
otal As in fish and clam samples according to the total As levels
eported in the literature [34,35].

The effect of concomitants on As (200 �g l−1) in Rh modi-
er was assessed at two different concentration levels for the
ain cations and anions present in the study matrices, and
as expressed with respect to As absorbance normalized to
00% (Table 5) measured without interferent. In the presence

f Na+, K+, Cu2+, Zn2+, Cl− and SO4

2− there were no sig-
ificant interference effects on As (>91%) in both concomitant
oncentration levels. As is shown in Table 5 the main effects

ant ions by TCA-AAS

eb C2 (�g ml−1) % Absorbanceb

100 94
200 96
150 79
50 148
10 44
10 93
1 91
100 94
150 1
150 92
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orresponded to great signal depressions produced by P (as
PO4

2−) at 15 �g ml−1 (21%) and 150 �g ml−1 (1%), followed
n strength by Fe3+ at 1 �g ml−1 (81%) and 10 �g ml−1 (44%),
nd by Ca2+ at 150 �g ml−1 (79%), whereas the main opposite
ffects with enhancement on As absorbance were observed in
he presence of Mg2+ at 50 �g ml−1 (148%) followed in strength
y Ca2+ at 15 �g ml−1 (122%). In the presence of Mg (0.5 �g)
s modifier it is possible to observe full compensation of the
nterferences by Ca2+and Fe3+, however not for the effect by

as phosphate. The effect of H2PO4
− and HPO4

2− on As
bsorbance (As 200 �g l−1) without Rh modifier was studied at
wo concentrations (15 and 150 mg l−1 as P). The results showed
rastic signal depressions in As absorbance: with H2PO4

−, 88%
nd 96% drop, respectively; and with HPO4

2−, 92% and 99%
rop, respectively. Thus, the depression effect of both phosphate
pecies is similar. In the presence of Rh modifier as shown in
able 5, the depression effect with HPO4

2− is still quite signif-
cant, suggesting that Rh at the used concentration was too low
o overcome this effect.

Simulating a sample matrix solution by mixing all cations
nd anions at the high concentration level considered in this
tudy, As absorbance was 48% respect to the normalized signal.
n order to reduce these interference effects not corrected by
h modifier with the thermal program in use, the sample digest

olutions were diluted properly and quantitation was performed
y the standard addition method.

.4. Study of sample pretreatment and evaluation of
ccuracy

In order to select and evaluate an appropriate sample pre-
reatment approach, independent subsamples of a CRM of dog-
sh muscle tissue (DORM-2) (certified total As = 18.0 ± 1.1
�g As g−1)) were processed by the three procedures described
efore, and the results obtained in the determination of As
n = number of independent determinations) are: 15.3 ± 0.69
�g g−1) (n = 5) (procedure A); 18.3 ± 1.34 (�g g−1) (n = 4)

procedure B); and 18.6 ± 0.74 (�g g−1) (n = 7) (procedure
). Compared with the certified As concentration, the result
btained by procedure A was poor with a recovery of 85% of total
s present in this material, and statistically significant difference

b
i
h
w

able 6
etermination of total As concentration (�g g−1) (dry weight) in clam and fish muscle
roceduresa

ample Procedure A P

Mean S.D.b M

emelle solida 6.8 0.19 (n = 6)c 8.
agelus dombeii 5.8 0.37 (n = 3) 7.
erluccius gayi I 5.8 0.30 (n = 3) 6.
erluccius gayi II 5.6 0.10 (n = 3) 6.
erluccius gayi III 5.7 0.18 (n = 3) 6.

almo Salar I 3.2 0.10 (n = 5) 3.
almo Salar II 3.3 0.21 (n = 5) 3.

a A = microwave digestion (M.D.); B = M.D. + K2S2O8 + UV photo-oxidation; C =
b Standard deviation.
c n = number of independent determinations.
a 71 (2007) 81–89

as established by Student’s t-test at a 95% confidence level
p = 0.0002). By procedures B and C the recoveries in CRM were
uite satisfactory (102% and 103%, respectively), and no statis-
ically significant differences became evident by t-test compared
ith the certified value (p = 0.6344 (B); p = 0.2296 (C)). Also, the

esults obtained in this CRM by procedure A compared with pro-
edures B and C showed statistically significant differences: A
ersus B, p = 0.0032; A versus C, p = 0.00001; whereas the com-
arison between procedures B and C revealed no statistical dif-
erence at a 95% confidence level (p = 0.6375). Most probably,
he microwave acid digestion procedure in HNO3–H2O2 was
ot effective in full conversion of As present in organoarsenicals
nto As(V), and these species could be lost during the pyroly-
is step of the thermal program in the TCA. The re-digestion
f the sample digest solution in K2S2O8, assisted either by UV
hoto-oxidation (B) or by heating in a thermal block (C), was
ffective to the complete conversion purpose to As(V). Hence,
rocedures B and C were selected for the analytical applications
f this determination of total As in seafood by TCA-AAS. The
ccuracy expressed by the mean relative percent error (Erel%)
or total As determination in the CRM DORM-2 was 2% in pro-
edure B and 3% in procedure C, and precision expressed by the
elative standard deviation (R.S.D.) was 7% by procedure B and
% by procedure C. Both figures are satisfactory and provide
onfidence on the feasibility of this methodology with sample
retreatment by procedures B and C.

.5. Analytical application in seafood samples

The TCA was applied to the determination of total As in sam-
les of lyophilized clam (Semelle sólida and Tagelus dombeii)
nd fish tissue (Merluccius gayi and Salmo Salar) by the three
ample pretreatment procedures and the results are shown in
able 6. Procedure A was included to verify if As recoveries in
amples of clam and fish tissue denote similar figures as those
bserved in the CRM. In general, the concentration (dw) of As
as in the range 3.2–6.8 �g g−1 by procedure A, 3.7–8.6 �g g−1
y procedure B and 3.8–8.5 �g g−1 by procedure C, and assum-
ng a mean water content of 85% in the original samples, the
ighest As concentration (fresh mass, fm) would be 1.3 �g g−1

hich can be considered relatively low by comparison with

samples by TCA-AAS in Rh (0.5 �g) modifier after three sample pretreatment

rocedure B Procedure C

ean S.D. Mean S.D.

6 0.70 (n = 3) 8.4 0.50 (n = 4)
4 0.35 (n = 3) 7.0 0.10 (n = 3)
6 0.10 (n = 3) 7.2 0.40 (n = 3)
5 0.34 (n = 6) 6.9 0.35 (n = 3)
8 0.11 (n = 3) 6.8 0.26 (n = 3)
8 0.10 (n = 5) 3.9 0.10 (n = 5)
7 0.10 (n = 5) 3.8 0.13 (n = 5)

M.D. + K2S2O8 + re-digestion in thermal block at controlled temperature.
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s levels (fm) reported by the USFDA in bivalve mussels and
rustacean (1.1–30 �g g−1) [36]. Hence, the As levels found in
eafood samples within this work are safe and do not represent
ny sanitary risk to consumers by exposure through the diet. In
he clam samples, as a mean the recovery of As by procedure A is
5% and 82% with respect to the As content determined by pro-
edures B and C correspondingly, and it correlates well with the
ecovery (85%) obtained by procedure A in the CRM (DORM-
). In the three samples of Merluccius gayi tissue, the results
btained by procedure A are quite similar (5.6–5.7 �g g−1), and
onsistently lower with respect to the results by procedures B
6.5–6.8 �g g−1) and C (6.7–7.1 �g g−1). As a mean the As
ontent determined by procedure A was 85% and 82% with
espect to procedures B and C correspondingly, and it correlates
ell with the recovery obtained by procedure A in DORM-
. Also, in the two samples of Salmo Salar tissue, the results
btained by procedure A are quite similar (3.2–3.3 �g g−1), and
onsistently lower with respect to the results by procedures B
3.7–3.8 �g g−1) and C (3.8–3.9 �g g−1). As a mean the As con-
ent determined by procedure A was 87% and 84% with respect
o procedures B and C correspondingly, and also it correlates
ell with the recovery obtained by procedure A in DORM-2.
hus, these results confirm that procedure A does not render
uantitative recovery of As; however, by procedures B and C
he As content provides quantitative recovery.

The proposed methodology is simple and reliable, the sam-
le readout frequency is 21 h−1, and by keeping the nitric acid
oncentration low (<1%) the coil performance is unaffected (no
bsorption signal degradation) at least in 300 heating cycles. The
ungsten coil atomizer is a good alternative for laboratories with
imited funds and the use of chemical modifiers could expand
he analytical applications by TCA-AAS.
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13] J.A. Nóbrega, J. Rust, C.P. Callaway, B.T. Jones, Spectrochim. Acta Part

B 59 (2004) 1337.
14] C.G. Bruhn, J.Y. Neira, G.D. Valenzuela, J.A. Nóbrega, J. Anal. Atom.
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ficia Universidad Católica de Valparaı́so, Chile, 2003.

27] C.G. Bruhn, A.A. Rodrı́guez, C. Barrios, V.H. Jaramillo, J. Becerra, U.
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bstract

Two different families of compounds, i.e., phenolic and amino acids have been separated by capillary electrophoresis using a physically adsorbed
olymer as capillary coating. The polymer used was N,N-dimethylacrylamide-ethylpyrrolidine methacrylate (DMA-EpyM) and it provided an stable
oating by only flushing the capillary with a DMA-EpyM aqueous solution for 2 min between runs. The usefulness of this procedure has been
emonstrated through the fast analysis of different families of solutes. Two different detection systems, diode-array detector and laser-induced

uorescence, have been used to determine phenolic acids and derivatized amino acids with fluorescein isothiocyanate, respectively. The main
actors affecting reversal of electroosmotic flow (EOF) such as pH, type and concentration of buffer, and concentration and influence of organic
olvents, as well as all the instrumental conditions were studied and optimized for both families of compounds.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Capillary electrophoresis (CE) is a rapidly growing, power-
ul separation technique that is being used for the separation
nd characterization of a wide variety of analytes. Because of a
ood suitability, CE methods have been often used for the sep-
ration of small molecules and ions [1–4]. The application of
n electric field when using capillary electrophoresis induces a
ow of the bulk solution towards the cathode called electroos-
otic flow (EOF). Control of the EOF is of major importance

or the optimization of separations [5,6]. Different strategies
ave been adopted to control the EOF including changes in the
hysicochemical buffer properties, modifications of the capil-

ary surface or application of an external radial voltage to the
apillary [7–11].

∗ Corresponding author. Tel.: +34 958243296; fax: +34 958249510.
E-mail address: ansegura@ugr.es (A. Segura-Carretero).
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Concerning to the second approach, there are other rea-
ons for chemical modification of the capillary wall in elec-
rophoresis. Goals may also include reduction or elimination of
nalyte–wall interactions, improved reproducibility, or resolu-
ion of particularly difficult separation problems [12]. The gen-
ral modification of the capillary wall can be classified into the
ollowing categories [13]: to perform dynamic coating by adding
he cationic or neutral modifier to the electrolytes [14–16], to
dsorb the cationic modifier to the capillary wall permanently by
hysical adsorption [17,18], and to fix the hydrophilic layer per-
anently by covalent bonding and/or cross-linking [19,20]. An

deal capillary wall coating is stable under conditions required
or separation, preferably over a broad range of buffer pH. Nowa-
ays, another factor to bear in mind to evaluate the suitability of
coating is if its use is compatible with CE–MS applications.

The dynamic coating can cause severe problems when CE

s combined with MS because the presence of the non-volatile
uffer constituents may deteriorate the ionization of the analytes.
ence, permanent modification would be preferable. Some of

he covalent bondings and/or cross-linkings require a relatively
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omplicated coating procedure, although their advantage is that
hey have a long lifetime [13]. On the other hand, the physical
dsorption has a shorter lifetime, but it has a simple coating
rocedure and good reproducibility [21].

Phenolic acids and amino acids are two families of compound
ery important for health. One vast area of interest has been in
ood quality [22–24]. Phenolic acids have been associated with
olor, sensory qualities, and nutritional and antioxidant proper-
ies of foods [25]. One impetus for analytical investigations has
een the role these phenolics have in organoleptic properties
flavor, astringency, and hardness) of foods [26,27]. Addition-
lly, the food industry has investigated the content and profile
f phenolic acids, their effect on fruit maturation, prevention of
nzymatic browning, and their roles as food preservatives [28].
ecent interest in phenolic acids stems from their potential pro-

ective role, through ingestion of fruit and vegetables, against
xidative damage diseases (coronary heart disease, stroke, and
ancers) [29–31].

Amino acids are also very important in many fields [32].
heir compositional analysis in proteins and peptides is essen-

ial for the study of the primary structure in biochemistry [33].
etermination of amino acids in body fluids such as urine and
lood can help in the diagnosis and treatment of diseases [33].
hile in food science, amino acids are measured to correlate

avor trends, monitor fermentation and assess the quality of the
nal product [34–37].

Different CE methods with reversal EOF have already been
pplied for the separations of phenolic compounds [38–43]
nd amino acids [44,45] using different non-permanent coat-
ngs. The N,N-dimethylacrylamide-ethylpyrrolidine methacry-
ate (DMA-EpyM) proposed in this work is a simple and repro-
ucible physically adsorbed coating that was synthesized by
eaction of N-(2-hydoxyethyl)-2-pyrrolidine with methacryloyl
hloride and purified by a column chromatography [46]. The
se of other physically adsorbed polymers has been proved as
n interesting strategy to reduce the adsorption phenomena in
everal previous papers [18,47,48]; however, because the attach-
ent of the coating to the wall is based on adsorption, a small

mount of coating agent is frequently added to the separation
edium to keep the coating on the capillary wall surface, fact that

s we have commented before could be a problem in CE–MS.
Using DMA-EpyM, adding coating agent in the buffer is not

ecessary, its regeneration is achieved just only flushing the cap-
llary with a polymer solution between injections and for this
eason its use is compatible with CE–MS methods. The useful-
ess of this polymer coating has been demonstrate in the analysis
f proteins in food [46,49] and, recently in the analysis of amino
cids by chiral capillary electrophoresis-mass spectrometry [50].

The main goal of this research is the development of new CE
rocedures based on coelectroosmotic capillary electrophore-
is using the mentioned DMA-EpyM copolymer as coating for
emonstrating that it is useful for the analysis of two families
f compounds (phenolic acids and amino acids, using DAD-

etector and LIF, respectively), which are very interesting from
medical and industrial point of view. We have also proved that

ts use permits the addition of organic modifiers to the buffer
ithout losing repeatability or reproducibility.

g
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a
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. Materials and methods

.1. Instrumentation

CE determination of phenolic acids was performed with a
eckman P/ACETM MDQ capillary electrophoresis instrument.
diode-array detector was used to detect the individual com-

ounds at their optimum wavelengths and to identify them by
omparing their UV spectra with those of the reference com-
ounds, comparing migration times, and by spiking the mixture
f all the phenolic acids with standard compounds. UV detec-
ion was performed at 210 and 275 nm simultaneously in all the
nalyses. Data acquisition and processing were carried out with
OLD software installed in a personal computer.
The detection of amino acids was carried out using a Beckman

500 capillary electrophoresis equipped with a laser-induced flu-
rescence detector, using an argon ion laser as excitation source
488 nm) and the electropherograms were recorded by monitor-
ng the emission intensity at 520 nm.

All capillaries (fused silica) used were obtained from Beck-
an instrument, Inc. (Fullerton, CA, USA) and had an inner

iameter of 75 �m, a total length of 57 cm and an effective sep-
ration length of 50 cm. The temperature was controlled in both
nstruments using a fluorocarbon based cooling fluid.

.2. Chemicals

The phenolic acids: 4-hydroxyphenylacetic acid, gallic acid
3,4,5-trihydroxybenzoic acid), vanillic acid (4-hydroxy-3-
ethoxybenzoic acid), protocatechuic acid (3,4-dihydroxy-

enzoic acid), caffeic acid (3,4-dihydroxycinnamic acid),
opac (3,4-dihydroxyphenylacetic acid), p-coumaric acid (4-
ydroxycinnamic acid), sinapinic acid (3,5-dimethoxy-4-hydro-
ycinnamic acid), trans-cinnamic acid, o-coumaric acid (2-
ydroxycinnamic acid), ferulic acid (4-hydroxy-3-methoxy-
innamic acid) and gentisic acid (2,5-dihydroxybenzoic acid)
tandard were obtained from Sigma–Aldrich (St. Louis, MO).
-Hydroxybenzoic acid was acquired from Fluka. The stock
olutions containing all the 13 compounds were prepared in
ethanol/water (50:50, v/v) at a concentration of 200 mg L−1

or each analyte.
The family of amino acids was made with three non-essential

glutamic acid, aspartic acid and glycine) and two essential
mino acids (threonine and tryptophan), all of them were
btained from Sigma (St. Louis, MO, USA). Stock standard
olutions of a mixture of these five compounds were prepared in
oubly deionized water containing different concentrations of
he analytes under study (5 mg L−1 for glycine and threonine;
0 mg L−1 in the case of aspartic acid and glutamic acid; and
5 mg L−1 for tryptophan). For the first four mentioned com-
ounds we used these concentrations to obtain the same signal
eight (approx.); in the case of tryptophan the detection and
uantification limits were lower, for this reason we used a big-

er concentration of this compound in the mixture of five amino
cids.

The solutions used for the derivatization procedure of the
mino acids were: FITC (1.0 × 10−2 M) in acetone (obtained
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rom Scharlau), and a 0.2 M sodium carbonate/bicarbonate
uffer (pH 9).

Sodium hydroxide was purchased from Merck (Darmstadt,
ermany); sodium tetraborate (borax) and di-sodium hydro-
en phosphate were obtained from Sigma, and sodium acetate
nd potassium hydrogen phthalate from Panreac (Montcada
Reixac; Barcelona (Spain)), which were all used as run-

ing buffers at different concentrations and pHs. Methanol was
cquired from Panreac (Montcada I Reixac, Barcelona, Spain)
nd 2-propanol was obtained from Merck (Germany); they were
PLC grade.

.3. Coating procedure

The synthesis of the DMA-EpyM polymer used as coating has
een described elsewhere [46]. A very simple coating strategy
as used flushing the capillary prior to each run with a diluted
olymer solution (0.1 mg mL−1 in water) for 2 min and then
ushing the capillary with the separation buffer for 2 min.

.4. CE conditions for phenolic acids

Separation of phenolic acids was performed in a coated fused
ilica capillary with 75 �m internal diameter (i.d.) and a total
ength of 57 cm (50 cm to the detector).

A buffer solution of 50 mM Na2HPO4 at pH 6 with 10% of 2-
ropanol (v/v) was selected as optimum for CE separations after
ppropriate optimization (see Section 3.1). In these conditions a
ixture of 13 phenolic acids was injected hydrodynamically in

he cathodic end at 3450 Pa (0.0345 bar or 0.5 psi) for 8 s. Each
lectrophoretic run was carried out at −25 kV (resulting in a
urrent of −125 �A approx.) maintaining the capillary temper-
ture at 22 ◦C. UV detection was performed at 210 and 275 nm
imultaneously. Diode-array detection was used over the range
f 190–600 nm to achieve spectral data.

All solutions were filtered through a 0.45 �m Millipore (Bed-
ord, MA, USA) membrane filters before injection into the
apillary.

Every time a new capillary was used it was preconditioned by
insing with 0.5 M NaOH for 20 min, followed by a 5 min rinse
ith Milli-Q water. Between injections, capillaries were rinsed
ith water for 1 min, 2 min of polymer solution (0.1 mg mL−1)

nd 2 min of buffer solution.
The running buffer was changed after four runs.

.5. Derivatization of amino acids and CE conditions

The derivatization reaction for the amino acids consisted in
95 �L of 0.2 M carbonate buffer (pH 9), 1000 �L of FITC solu-
ion (1.0 × 10−2 M) and 1000 �L of acetone mixed with 600 �L
f a mixture of amino acids at different concentrations, adding
oubly deionized water to a final volume of 5 mL in a test tube,
sing very similar conditions to those described elsewhere [51].

his solution was introduced in a thermostatic bath for 2 h at
0 ◦C, and 2 mL of the resulting solution were diluted to a final
olume of 10 mL with doubly deionized water before the anal-
sis.

t
s
o
6
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This solution was injected in the CE–LIF for the analysis.
Separation of the derivatized amino acids was performed in a

oated fused silica capillary with 75 �m internal diameter (i.d.)
nd a total length of 57 cm (50 cm to the detector).

As above, the CE buffer for amino acids analysis was care-
ully selected obtaining the best results using a solution of
5 mM Na2HPO4 at pH 6 and 20% propanol (v/v).

The derivatized mixture was injected hydrodynamically at
.5 psi for 12 s and detection was carried out by on-column mea-
urement of 488 nm wavelength excitation and 520 nm emission.
he voltage applied was −25 kV and the current achieved was
59 �A maintaining the capillary temperature at 22 ◦C.
All solutions were filtered through a 0.20 �m Millipore (Bed-

ord, MA, USA) membrane filters before injection into the
apillary.

The capillary conditioning was the same that the protocol
escribed in Section 2.4. The running buffer was changed after
our runs.

. Results and discussion

.1. Separation of phenolic acids using DMA-EPyM coated
apillaries

This family of phenolic acids was made to obtain a repre-
entative phenolic acid mixture to propose a potent analytical
ethod for the analysis of these compounds in a wide variety

f samples. Caffeic, p-coumaric, vanillic, ferulic and protocat-
chuic are acids present in nearly all plants [52]. Furthermore,
everal of the compounds we have included in the standard mix-
ure are present in grape and berry extracts, orange, apple and
ther juices, bread, carrots, dried lentils, white, red and rose
hines, olive fruits, olive oils, beer, etc.
The instrumental and experimental conditions were carefully

tudied to obtain the best sensitivity and resolution among the
nalytes under study. The effect of pH was studied between 5.0
nd 9.5 using different buffers depending on the range of pH.
he DMA-EPyM coated capillaries show an anodal EOF at low
H values, a nearly zero EOF at pHs around 6 and a low cathodal
OF at pHs higher than 8 [46].

After the preliminary studies, we decided to compare the
ifferent buffer solutions at a concentration of 50 mM. Sodium
cetate/acetic acid was used in the range of pH from 4.5 to 5.5,
bserving that the migration times of the analytes decreased
ith an increase of the pH value. Potassium hydrogen phtha-

ate/sodium hydroxide was used between 4.5 and 6, but using this
uffer the current was not very stable. Best results were obtained
ith di-sodium hydrogen phosphate/monobasic sodium phos-
hate buffer; it was checked in the range of pH 6–8. Finally, to
tudy higher pH values, sodium tetraborate with HCl or NaOH
as used (between 8 and 10). When sodium tetraborate was
sed, the time of analysis in all the range of pH was longer than
hat obtained with other buffers; this fact could be explained for

he cathodal EOF generated, and also obviously for the different
eparation power of each buffer. In Fig. 1, the behaviour of three
f the used buffers is shown. A more detailed study between pH
and 8 was carried out (in steps of 0.2) after choosing di-sodium
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Fig. 1. Electropherograms of a sample containing the 13 phenolic acids under study (in methanol/water (50:50, v/v) at a concentration of 40 mg L−1 of each
compound) using different buffer systems: (a) sodium acetate/acetic acid at a pH value of 5.5; (b) di-sodium hydrogen phosphate/monobasic sodium phosphate buffer
a condi
v for 8
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w
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s
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t
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c

t a pH value of 6; and (c) sodium tetraborate at a pH of 9.6. Other separation
oltage, −25 kV; buffer concentration, 50 mM; hydrodynamic injection, 0.5 psi

ydrogen phosphate solution as buffer and the optimum value
as pH 6.
The buffer concentration was investigated in a range between

5 and 75 mM (in steps of 5). We found that 50 mM of di-
odium hydrogen phosphate buffer at pH 6 represented a good
ompromise for the resolution of the compounds studied and
reasonable analysis time, since higher buffer concentrations

mproved the separation but provided longer analysis time.
In order to achieve the total separation of phenolic acids the
ddition of different organic solvents to the separation buffer
as studied. Namely methanol, acetonitrile, 1-propanol and 2-
ropanol were tested, obtaining the best results with 2-propanol.
t could be observed that the resolution of all the analytes after

c
w
o
t

tions: capillary, 57 cm × 75 �m (effective separation length of 50 cm); applied
s. Detection was performed at 210 nm.

tudy was sufficient with 10% of 2-propanol (v/v); with higher
ercentages of 2-propanol, the resolution was not improved,
ut rather it was even worse (see Fig. 2). The percentage of
-propanol was studied between 0 and 30% (v/v). The addition
f organic modifiers to the buffer could also permit us to prove
he repeatability and reproducibility of DMA-EPyM in presence
f organic solvents.

The effect of the applied voltage on resolution of the 13
ompounds was studied using the previously mentioned buffer

omposition, and the optimum value was −25 kV. As we were
orking with compounds which have negative charge at the
ptimum pH of the buffer, changing the polarity of the elec-
rodes (reversed) makes sense to reduce the analysis time. The
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Fig. 2. Study of the influence of the addition of organic modifier (2-propanol) at different concentrations to the buffer solution: (a) 0% of 2-propanol; (b) 10% of
2-propanol; (c) 15% of 2-propanol; and (d) 20% of 2-propanol. Other separation conditions: capillary, 57 cm × 75 �m (effective separation length of 50 cm); applied
voltage, −25 kV; di-sodium hydrogen phosphate/monobasic sodium phosphate buffer at a pH value of 6 and 50mM; hydrodynamic injection, 0.5 psi for 8 s. Sample
c 210 n
p -hyd
c

s
t
e

m

3
c

ontaining all the 13 phenolic acids at 40 mg L−1. Detection was performed at
rotocatechuic acid; 4, vanillic acid; 5, gallic acid; 6, trans-cinnamic acid; 7, 4
affeic acid; 12, ferulic acid; and 13, sinapinic acid.

amples were injected at the negative end (hydrodynamic injec-
ion during 8 s) and detection was performed at the positive

nd.

The temperature during washing and analysis was 22 ◦C.
The optimum electropherogram obtained from a standard

ixture of these 13 phenolic acids can be seen in Fig. 2b.
t
a

m. Peak identification numbers: 1, 4-hydroxybenzoic acid; 2, gentisic acid; 3,
roxyphenylacetic acid; 8, o-coumaric acid; 9, p-coumaric acid; 10, dopac; 11,

.2. Separation of amino acids using DMA-EPyM coated
apillaries
Glutamic acid, aspartic acid and glycine (non-essential), and
hreonine and tryptophan (essential) were selected for their sep-
ration using coelectroosmotic capillary electrophoresis using
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Fig. 3. Electropherogram obtained for a sample of five amino acids under opti-
mized conditions using laser-induced fluorescence as detector. Optima separa-
tion conditions: capillary, 57 cm × 75 �m (effective separation length of 50 cm);
applied voltage, −25 kV; buffer, 25 mM Na2HPO4 at pH 6 and 20% propanol;
hydrodynamic injection, 0.5 psi for 12 s. Conditions of detection: 488 nm wave-
length excitation and 520 nm emission. Sample containing the five analytes
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MA-EPyM. We chose these compounds because of their
mportance from a medical and nutritional point of view, and
heir presence in a lot of foods (fish, meat, beans, dairy products,
ottage cheese, bananas, etc.). Furthermore, if we consider their
ide chains, working with these five compounds, we analyze the
implest amino acid (glycine) since it has the smallest possible
ide chain (–H), one which contains an aromatic side chain (tryp-
ophan), one amino acid that contains an extra hydroxyl group
threonine), and two with acidic side chains. This family per-
itted to demonstrate that the separation of these compounds

an be carried out using LIF as detection system and adding
rganic modifiers in the separation buffer using DMA-EpyM as
tationary polymer in the capillary.

For the development of this method the steps carried out in the
ptimization were the same than those described in the Section
.1.

In this case, three different salts were tested as buffers (di-
odium hydrogen phosphate, sodium borate and sodium acetate),
nd again, di-sodium hydrogen phosphate provided the best elec-
ropherograms. The effect of pH was studied between 5.7 and
.0 using 25 mM di-sodium hydrogen phosphate buffer solution
concentration value selected in the preliminary studies) and a
alue of pH 6 gave rise to the best resolution plus a satisfactory
nalysis time.

The effect of ionic strength on resolution for the mixture of
ve amino acids was also checked varying the concentration
f di-sodium hydrogen phosphate between 20 and 50 mM at
ptimum pH value, obtaining the best resolution with a concen-
ration of 25 mM.

Then, the percentage of 2-propanol was studied between 0
nd 25% (v/v) (using a 25 mM di-sodium hydrogen phosphate
t pH 6). The increase of this percentage improved the resolution
etween peaks, and finally we decided to select 20% as optimum
alue.

The instrumental variables were carefully studied as well.
he optimum voltage value was −25 kV and hydrodynamic

njection time (0.5 psi) was used selecting as optimum time 12 s.
Fig. 3 shows the electropherogram of the separation of these

ve derivatized amino acids in the optima conditions. The elu-
ion order is easily understood observing the structure of the

olecules under study: firstly, aspartic and glutamic acids which
ontain in their chemical structure two –COOH groups. These

wo compounds only differ in one –CH2– group in their side
hains. The other three compounds have the same charge at the
ptimum pH, so the elution order will depend on the size of the
olecules and will be glycine, threonine and tryptophan.

r
2

T

able 1
.S.D. values of the peak area and migration time obtained in the study of repeatabil

ompound Intraday (n = 8)

Peak area Migrat

-Hydroxybenzoic acid 1.24 0.54
rotocatechuic acid 2.32 0.49
-Coumaric acid 1.76 0.67
affeic acid 1.87 0.89
inapinic acid 2.01 0.94
nder study in these concentrations: 120 �g L−1 for glycine and threonine;
40 �g L−1 in the case of aspartic acid and glutamic acid; and 360 �g L−1 for
ryptophan.

.3. Repeatability and reproducibility study

.3.1. Study of the repeatability and reproducibility of the
E–UV method for phenolic acids

Repeatability was studied by performing series of separations
sing the optimized method on one of the samples contain-
ng all the standards (40 mg L−1 of each phenolic acid) on
he same day (intraday precision, n = 8) and on three consec-
tive days (interday precision, n = 12). The relative standard
eviations (R.S.D.s) of peak areas and migration times were
etermined considering five of the phenolic compounds under
tudy (4-hydroxybenzoic acid, protocatechuic acid, o-coumaric
cid, caffeic acid and sinapinic acid). We chose these compounds
o check the repeatability and reproducibility in all the zones
f the electropherogram, with analytes with short, medium and
ong migration time.

The intraday repeatabilities on the migration time for these
ve analytes (expressed as R.S.D.) were found inside the range
etween 0.49 and 0.94%, whereas the interday repeatabilities on
he migration time were between 0.89 and 1.64%.

The intraday repeatabilities on the total peak area (expressed
s R.S.D.) were between 1.24 and 2.32%, whereas the interday

epeatabilities on total peak area were found in the range from
.14 to 3.22%. These data are summarized in Table 1.

In practice, batch-to-batch reproducibility is a key issue.
he reproducibility was studied by performing eight separations

ity of the CE–UV method for the phenolic acids

Interday (n = 12)

ion time Peak area Migration time

2.14 0.89
2.35 1.23
2.16 0.91
3.22 0.98
2.28 1.64
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Table 2
R.S.D. values of the peak area and migration time obtained with different
columns, different sample and different operator of the CE–UV method for
the phenolic acids

Compound Reproducibility (n = 8)

Peak area Migration time

4-Hydroxybenzoic acid 2.32 1.23
Protocatechuic acid 3.01 1.54
o-Coumaric acid 2.89 2.54
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Fig. 5. Study of interday repeatability for the CE–LIF method. Eight replicates
of migration time measurement for the five amino acids on different days in
one week were also used to examinate the long-term stability of the stationary
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affeic acid 2.03 2.67
inapinic acid 2.77 2.33

f other sample containing all the standards of phenolic acids
40 mg L−1 of each phenolic acid under study) 24 h later than
he analysis of the first, under the same conditions but different
perator and different capillary. The results obtained, as shown
n Table 2, were between 1.23 and 2.67% for the migration times
nd between 2.03 and 3.01% for total peak area (expressed as
.S.D.) considering the five analytes previously mentioned.

.3.2. Repeatability and reproducibility study of the
E–LIF method for amino acids

This study was carried out performing series of separations
sing the optimized method, as we have described in the previous
ection. The repeatability of the DMA-EpyM coating was eval-
ated by measuring the relative standard deviations (R.S.D.s) of
igration times of all the five amino acids under study (glutamic

cid, aspartic acid, glycine, threonine and tryptophan). Eight
eplicates of migration time measurement for the five amino
cids at the same day were used to examine the short-term sta-
ility of the coated capillary. These data can be seen in Fig. 4, the
igration time data indicate that the short-term stability of the

oated capillary is reasonably good (with R.S.D.s in the range of
.39–0.65%). Similarly, eight replicates of migration time mea-
urement for the five amino acids on different days in one week

ere also used to test the long-term stability of the stationary
olymer coated capillary. As shown in Fig. 5, the migration time
ata indicate that the long-stability of the coated capillary is also
easonably good (with R.S.D.s in the range of 0.33–1.03%).

ig. 4. Study of intraday repeatability for the CE–LIF method. Eight replicates
f migration time measurement for the five amino acids at the same day were used
o examine the short-term stability of the coated capillary. Sample containing
he five analytes under study in these concentrations: 120 �g L−1 for glycine
nd threonine; 240 �g L−1 in the case of aspartic acid and glutamic acid; and
60 �g L−1 for tryptophan.
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olymer coated capillary. Sample containing the five analytes under study in
hese concentrations: 120 �g L−1 for glycine and threonine; 240 �g L−1 in the
ase of aspartic acid and glutamic acid; and 360 �g L−1 for tryptophan.

As commented before, reproducibility is a very important
ssue. The reproducibility was studied by performing 24 separa-
ions of other sample containing all the standards of amino acids
4 h later than the analysis of the first, under the same condi-
ions but different operator and different capillary. The results
btained were between 1.02 and 2.98% for the migration times
expressed as R.S.D.) considering the five analytes previously
entioned (2.98% for glutamic acid, 2.32% for aspartic acid,

.54% for glycine, 1.23% for threonine and 1.02% for trypto-
han), suggesting that this physically adsorbed copolymer gives
good batch-to-batch reproducibility using this CE–LIF method

or amino acids.

.4. Calibration, linearity and detection limits

.4.1. Calibration curves, linearity and detection limits for
henolic acids

The detection limits (LOD = 3σb/b) and quantitation limits
LOQ = 10σb/b) of the method were tested for the studied ana-
ytes using the IUPAC method, where σb is the white standard
eviation and b the slope of the calibration curves [53]. Stan-
ard calibration graphs were prepared for each analyte and all
alibration curves showed good linearity between LOQ depend-
ng on the analytes studied and 200 mg L−1. Each point of the
alibration plot was repeated three times in the same way. The
alibration plots indicate good correlation between peak areas
nd analyte concentrations; regression coefficients were higher
han 0.996 for all the compounds quantified. The results obtained
or the phenolic acids are summarized in Table 3.

.4.2. Calibration curves, linearity and detection limits for
mino acids

Standard calibration graphs were prepared for each analyte
n the range of LOQ–1200 �g L−1 for glycine and threonine,
rom LOQ to 2400 �g L−1 in the case of aspartic and glutamic
cid, and from LOQ to 3600 �g L−1 for tryptophan and three

eplicates of each point of the calibration curve were made to
et up the calibration. The detection (LOD) and quantification
imit (LOQ) were calculated for the studied analytes using the

ethod proposed by Curie [53]. The calibration plots indicate



404 A. Carrasco-Pancorbo et al. / Ta

Table 3
Limit of detection (LOD) and quantification (LOQ) for each phenolic acid under
study

Compound LOD (mg L−1) LOQ (mg L−1)

4-Hydroxybenzoic acid 1.23 4.10
Gentisic acid 1.87 6.23
Protocatechuic acid 1.34 4.47
Vanillic acid 1.92 6.40
Gallic acid 0.98 3.28
Trans-cinnamic acid 0.46 1.53
4-Hydroxyphenylacetic acid 3.23 10.77
o-Coumaric acid 3.47 11.57
p-Coumaric acid 0.96 3.20
Dopac 1.11 3.70
Caffeic acid 1.46 4.87
Ferulic acid 1.59 5.30
Sinapinic acid 1.79 5.98

Table 4
Limit of detection (LOD) and quantification (LOQ) for each amino acid under
study

Compound LOD (�g L−1) LOQ (�g L−1)

Aspartic acid 45 150
Glutamic acid 51 170
Glycine 18 61
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ood correlation between peak areas and analyte concentrations;
egression coefficients were higher than 0.995 for all the com-
ounds quantified. The results obtained for the amino acids are
ummarized in Table 4.

. Conclusions

The aim of this study has been to demonstrate that coelec-
roosmotic capillary electrophoresis using DMA-EpyM as sta-
ionary polymer can be used for the analysis of phenolic acids
nd amino acids. Two methods have been developed; in the case
f phenolic acids, we used a CE–UV, and for the amino acids,
CE–LIF method was chosen. Both of them could be used for

he analysis of the extracts of a plenty of products which contain
hese compounds of great interest.

The relative standard deviations (R.S.D.) obtained in the
tudy of repeatability were lower than 0.94% (intraday results)
nd 1.64% (interday) for the migration times in the case of
E–UV for phenolic acids, and lower than 0.65% (intraday) and
.03% (interday) for the CE–LIF method to study amino acids.

Detection limits in the CE–UV method for the phenolic
cids were between 0.46 mg L−1 for trans-cinnamic acid and
.47 mg L−1 for o-coumaric acid, and in the CE–LIF method
ere between 14 �g L−1 for threonine and 134 �g L−1 for tryp-
ophan.
It is important to highlight that these values demonstrate that

MA-EpyM provides a stable coating even when the separation
uffer contains organic modifiers. All these facts make broader
he usefulness of this coating.
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bstract

Ultraviolet irradiation (photolysis) in alkaline medium was applied for pretreatment of seawater samples so as to accurately determine total As
y continuous-flow hydride generation-atomic fluorescence spectrometry. This sample pretreatment is meant to convert non-reducible As forms
nto inorganic As, which easily forms arsine. The optimised parameters were the treatment time and the pH of the medium. The behaviour of
our hydride-reactive As species [As(III), As(V), MMA, DMA], and AsB, i.e. a typical non-hydride-reactive As species, when subjected to UV
rradiation was studied. UV irradiation at pH 1 lead to conversion of all species into As(V) with the exception of AsB and DMA. Conversions of
MA and AsB into As(V) at pH 11 in less than 30 min were observed under UV irradiation. The limit of detection of As (measured as As(V)) by
ydride generation-atomic fluorescence spectrometry was 0.1 �g/L and the repeatability of the oxidation procedure was about 10%. The method

as applied to determination of total and directly reducible As at 11 sampling points of the Galician Coast (Atlantic Ocean, Spain). Total As

oncentrations were in the range 1.4–4.8 �g/L. A significant As fraction, between 20 and 44%, depending on the sampling point, corresponded to
on-reducible As which was converted by UV irradiation into hydride-reactive As. This fraction should represent the sum of DMA, which yields
low sensitivity in the continuous flow-AFS system, and the hidden As fraction.
2006 Elsevier B.V. All rights reserved.
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. Introduction

As is present in seawater at extremely low levels (around
�g/L) being distributed among As(III), As(V), MMA, DMA
nd unknown organic forms [1]. Hydride generation-atomic
bsorption spectrometry (HG-AAS) has been the technique of
hoice for determination of As in seawater due to its simplic-
ty and sensitivity [2]. However, the extremely low As contents
n seawater requires a prior preconcentration step using cold
raps [3], graphite tubes [4] or sorbents [5]. A further drawback
s that total As concentrations cannot be determined when the

ydride generation technique is directly applied to the sample
wing to the occurrence of non-reactive species. The conversion
f non-hydride reactive organic As (also named as refractory
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etry

r hidden As) into reducible As forms has been demonstrated
sing alkaline digestion [6] or UV irradiation [7,8] prior to HG-
AS determination. This suggests that a gross underestimate
ay be made when using the hydride generation technique for

he direct determination of As in estuarine and coastal seawa-
er.

The use of a more sensitive detection technique than AAS
uch as atomic fluorescence spectrometry (AFS), can avoid pre-
oncentration steps prior to detection. Only a few works have
ealt with the determination of As in seawater by HG-AFS.
oreda-Pineiro et al. [9] reported the use of HG-AFS for deter-
ination of total As in seawater. However, the method did not

ave into account the presence of methylated and refractory As
pecies. Featherstone et al. [10] carried out the determination of

s(III), As(V), MMA and DMA in seawater by hydride gen-

ration, cold trapping of the hydrides and AFS detection. This
ork did not tackle the determination of total As including the

hidden’ As.
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The aim of this work is to develop a method for the accurate
etermination of the total As content in coastal seawater with
inimum sample pretreatment and without any preconcentra-

ion step. Seawater samples were collected along the Galician
oast (Atlantic Ocean, Spain) and total As was determined by
G-AFS after conversion of all As species into As(V) by UV

rradiation. The method provides information about the hydride-
eactive and the non-hydride reactive As fraction and could be
sed for screening purposes prior to more sophisticated analyt-
cal techniques for speciation.

. Experimental

.1. Apparatus

A PS Analytical Model Excalibur atomic fluorescence detec-
or (UK), equipped with an integrated continuous hydride gen-
ration system and a As boosted discharge lamp (Photron) was
sed. Conditions for arsine generation in the continuous-flow
ystem were as follows: the NaBH4 flow-rate was 4 mL/min; car-
ier flow-rate (HCl) was 8 mL/min; reducing agent concentration
as 0.7% m/v; carrier concentration (HCl) was 30% v/v; drying
as flow-rate (N2) was 2.5 L/min. The As atomic fluorescence
ine at 193.7 nm was employed for quantification. Instrumental
arameters are shown in Table 1. A 705 UV-digester (Hg high
ressure lamp, 500 W) (Metrohm) was used for UV-irradiation
f seawater samples.

.2. Reagents

All chemicals were of analytical-reagent grade. Deionized
ater from a Milli-Q water purifier (Millipore, Mosheim,
rance) was used throughout. As standards were prepared
rom the following reagents: Na2HAsO4·7H2O (Panreac,

pain); [(CH3)2HAsO2] (DMA) (Riedel-de Haën, Germany)
nd CH3AsO(ONa)2·6H2O (MMA) (Carlo Erba, Italy); As2O3
Merck, Germany). Arsenobetaine (AsB) [BCR CRM 626,
031 ± 6 �g/g] (European Commission, Community Bureau of

able 1
nstrumental parameters

tomic fluorescence detector
Wavelength (nm) 193.7
Bandpass (nm) 0.5
Primary current (mA) 27.5
Boost current (mA) 35
Range 10

ontinuous hydride generation
[NaBH4] (%, m/v) 0.7
[HCl] (%, v/v) 30
N2 flow-rate (L/min) 2.5
NaBH4 flow-rate (mL/min) 4
HCl flow-rate (mL/min) 8

ignal adquisition
Delay (s) 10
Analysis (s) 30
Memory (s) 50
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Fig. 1. Map of the study area with sampling points (S1–S9).

eference) (now, the standards, measurement and testing pro-
ramme). NaBH4 and HCl (Merck) were employed as reducing
nd carrier agent, respectively, for the continuous-flow hydride
eneration system. 0.1 M NaOH was employed for stabilisation
f the reducing agent. Acid pH was adjusted with HCl whilst
lkaline pH was adjusted with NaOH.

.3. Procedure

Seawater samples were collected at different points along the
alician Coast (Atlantic Ocean, Spain) (Fig. 1). Polyethylene
ottles were used for sampling. These bottles were kept in a 20%
v/v) HNO3 solution and rinsed with ultrapure water before use.
nce in the laboratory, samples were subjected to the follow-

ng pretreatment: filtration through 0.45 �m filter, adjustment
o pH 2 with HCl and storage at 4 ◦C until analysis. For deter-
ination of total As, a 10 mL sample was placed into a quartz

ube, pH was adjusted to 11 with NaOH and the sample sub-
ected to UV irradiation for 1 h. Samples were acidified with HCl
rior to arsine generation. This measurement gives an estima-
ion of the sum As(III) + As(V) + MMA + DMA + ‘hidden As’.
or determination of hydride-reactive As, samples were injected

nto the continuous-flow hydride generation system without any
retreatment. This measurement should give an estimation of
he sum As(III) + As(V) + MMA. The procedure is depicted in
ig. 2. Procedural blanks were run using the same procedure as
or samples.

Conditions for the continuous-flow hydride generation sys-
em were as follows: a 30% (v/v) HCl concentration solution as
arrier; a 0.7% (m/v) NaBH4 solution stabilized with 0.1 mol/L
aOH was used as reducing agent; the flow rates for the carrier

nd reducing agent solutions were 8 and 4 mL/min, respectively.

. Results and discussion

.1. Effect of UV irradiation on As species
Apart from organoarsenic species that cannot be detected
y the hydride generation technique, methylarsenicals such as
MA and MMA can yield volatile methylated arsines when they

eact with NaBH4. Nevertheless, these methyl-As hydrides can
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ig. 2. Schematic diagram showing the protocol for determination of total and
ydride-reactive As by HG-AFS following UV irradiation of seawater samples.

rovide a significantly different sensitivity as compared to inor-
anic As when on-line hydride generation is employed rather
han batch systems. The presence of non-reactive hydride As
pecies such as AsB, trimethylated As compounds, etc. makes a
rior oxidative treatment necessary. AsB has not been found in
eawater at a detectable level but can be useful as a model com-
ound in order to study the conversion of non-reactive As species

nto As(V) by UV irradiation. The effect of pH on UV oxida-
ion of As(III) (50 �g/L), MMA (20 �g/L), DMA (10 �g/L) and
sB (10 �g/L) was investigated (Fig. 3). As(V) (50 �g/L) was

lso included in the study in order to ascertain the stability of

i
t
t

ig. 3. Effect of pH on conversion of As(III), AsB and DMA into As(V). A graph
rradiation time was fixed at 30 min. FI (a.u.) is fluorescence intensity expressed as
xperiments.
71 (2007) 51–55 53

his species upon UV irradiation. The UV treatment time was
xed at 30 min. Results are the average value of three separate
V oxidation experiments. As can be observed, As(III) was oxi-
ised to As(V) at any pH in the range 1–11. Stability of As(V)
pon UV irradiation is confirmed by the graph corresponding
o this As species. On the other hand, MMA was easily con-
erted into As(V) in a pH range of 1–11 but DMA required a pH
n the range 5–11. While MMA gave a fluorescence intensity
ignal similar to that of As(V) without UV irradiation pretreat-
ent, DMA gave only a 10–15% signal compared to the As(V)

ignal. Decomposition of AsB into As(V) has been typically
erformed in alkaline medium often in the presence of a strong
xidant such as K2S2O8 [6]. When AsB solutions containing
0 �g/L of As were UV irradiated at acid pH no conversion was
bserved. However, decomposition of AsB in alkaline medium
ven in the absence of a chemical oxidant was efficient (Fig. 3).

The effect of the UV irradiation time on solutions contain-
ng As(III) (50 �g/L), As(V) (50 �g/L), MMA (20 �g/L), DMA
20 �g/L) and AsB (20 �g/L) was investigated (Fig. 4). The
tudy for As(III) and As(V) was carried out at acid pH (pH 1).
nder these conditions, As(III) (50 �g/L) was converted into
s(V) within 10 min. The As(V) formed remained unchanged

or a period of at least 60 min. When a As(V) solution of 50 �g/L
as UV irradiated, reduction of As(V) to As(III) was observed at

he beginning of the treatment. After 20 min, all As(III) present
as transformed into As(V). Conversion of As(III) into As(V)

t alkaline pH was equally effective. As indicated above, no
xidation of AsB and DMA upon UV irradiation took place at
cid pH. Consequently, the effect of the UV irradiation time for
sB, MMA and DMA was studied in alkaline medium (pH 11).
s can be observed in Fig. 4, MMA was likely converted into
s(V) within a short UV irradiation time but DMA required UV

rradiation for at least 30 min.

At pH 13, conversions of AsB into As(V) could be performed

n less than 10 min, whereas at pH 11, the UV treatment needed
o be prolonged for at least 30 min. Blank contamination due
o NaOH added for pH 13 adjustment was suspected, so pH 11

showing the stability of As(V) upon UV irradiation is also included. The UV
arbitrary units. Results are the average value of three separate UV oxidation
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ig. 4. Effect of the UV irradiation time on conversion of As(III), AsB and DM
ncluded. Experiments were performed at acid pH (pH 1) for As(III) and As(V)
xpressed as arbitrary units. Results are the average value of three separate UV

s recommended. For efficient conversion of all As species into
s(V), UV irradiation at pH 11 for at least 30 min is needed.
In order to assess the influence of the saline matrix on con-

ersions of As species into As(V), UV irradiation of solutions
ontaining each As species at pH 11 was performed for 30 min.
he composition of the model saline solution was the following:
% (m/v) NaCl; 0.5% MgCl2 and 0.15% CaSO4. The conver-
ion percentages for this solution were 97 ± 3, 92 ± 1, 82 ± 3
nd 58 ± 1 for As(III), DMA, MMA and AsB, respectively. The
ow conversion efficiency obtained for AsB in this matrix indi-
ates that UV irradiation needs to be extended for longer times so
hat improved conversion efficiencies are reached. With a treat-

ent time of 1 h, conversions of AsB into As(V) in the model
aline solution were above 90%.

.2. Analytical characteristics

The equation for the calibration curve of As(V) was:
I = 62.313 [As] + 8.34, where the As concentration is
xpressed in �g/L and FI is the fluorescence intensity. The
egression coefficient was R2 = 0.996. The calibration graph
as linear at least up to 80 �g/L As. The limit of detection

LOD) (3σ criterion) of As in seawater using hydride generation
rom As(V) was 0.1 �g/L. The repeatability of the oxidation

rocedure, expressed as relative standard deviation (R.S.D.),
as better than 10% (N = 8). Repeatability was studied with the
odel saline solution containing As(III), As(V), MMA, DMA

nd AsB (20 �g/L of As from each species) subjected to UV

i
c
p
t

able 2
ecovery study for spiked seawater

ample concentration (�g/L) Spiked content (�g/L)

.6 ± 0.2 As(III) + As(V) + MMA + DMA + AsB (0.5 ng/mL
As(III) + As(V) + MMA + DMA + AsB (1 ng/mL o
As(III) + As(V) + MMA + DMA + AsB (1.5 ng/mL

verage value ± standard deviation (N = 3).
to As(V). A graph showing the stability of As(V) upon UV irradiation is also
kaline pH (pH 11) for AsB, DMA and MMA. FI (a.u.) is fluorescence intensity
tion experiments.

rradiation under optimal conditions (pH 11; 1 h UV irradiation
ime).

.3. Method validation

Given that the method provides a suitable limit of detection
or determination of total As in seawater, no reduction of As(V)
nto As(III) was performed prior to hydride generation, despite
he higher sensitivity displayed by As(III).

The method was validated against CRM BCR 403 seawater,
ith a certified content of 1.461 ± 0.218 �g/kg, which can be

ransformed to �g/L units taken into account the seawater den-
ity. The concentration value is 1.5 ± 0.2 �g/L. Determination
f As in this CRM by the proposed method yielded a concentra-
ion value of 1.8 ± 0.3 �g/L (N = 4). When applying a t-test, no
ignificant differences occurred between the experimental and
he certified value for p = 0.05.

A recovery study was also carried out to establish the valid-
ty of the method (Table 2). For this purpose, a seawater sample
orresponding to sampling point S6, which had already been
ubjected to UV irradiation, was spiked at three concentra-
ion levels with As(III), As(V), DMA, MMA and AsB. The
otal As content for this sample as determined by HG-AFS was
.6 ± 0.2 �g/L. Recovery of the spiked As with and without UV

rradiation was 93 and 42%, respectively. It means that total As
ontents can be accurately measured in seawater even in the
resence of very stable species such as AsB when a prior UV
reatment is performed.

Measured content (�g/L) Average recovery (%)

With UV Without UV With UV Without UV

of each) 4.9 ± 0.3 3.7 ± 0.3 92 44
f each) 7.3 ± 0.5 4.6 ± 0.2 94 40
of each) 9.6 ± 0.6 5.7 ± 0.4 93 41
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Table 3
Analytical results for the determination of As in coastal seawater by HG-AFS with and without UV pre-treatment

Sampling point Description Total As found (�g/L)a texp tcrit

With UV treatment Without UV treatment

S1 Bayona beach 1.6 ± 0.1 0.9 ± 0.1 10.2 2.45
S2 America beach 1.7 ± 0.2 1.4 ± 0.1 3.3 2.45
S3 Patos beach 1.7 ± 0.2 1.2 ± 0.2 2.96 2.45
S4 Canido beach 2.5 ± 0.3 2.0 ± 0.3 2.04 2.45
S5 Lagares River mouth 4.8 ± 0.1 5.4 ± 0.3 3.81 2.45
S6 Vigo harbour 2.6 ± 0.2 2.5 ± 0.1 0.97 2.45
S7 Teis beach 2.9 ± 0.2 1.9 ± 0.3 2.85 2.45
S8 Arealonga beach 2.3 ± 0.4 1.7 ± 0.3 2.66 2.45
S9 Cesantes beach 2.3 ± 0.4 1.7 ± 0.4 2.18 2.45
S
S

3

s
c
s
i
0
r
p
(
T
t
t
t
l
o
p
U
t
e
n
c
U
s
w
b
c
t
i
s

4

a

c
t
a
4
b
t
A
f
h
c
r
m
o

A

c
e

R

10 Placeres beach 1.4 ± 0.2
11 Marin harbour 2.0 ± 0.2

a Average value ± standard deviation (N = 8).

.4. Hydride-reactive and hidden As in coastal seawater

Analytical results for total and hydride-reactive As in 11
ampling points of coastal seawater are shown in Table 3. As
an be observed, inaccurate total As concentration in coastal
eawater are obtained unless a prior conversion of As species
nto inorganic As is performed. Higher As contents in the range
.3–1 �g/L can be noted, meaning an increase of up to 78% in
elation to the total As found without UV treatment. When com-
aring both set of results using a t-test, significant differences
p = 0.05) arise with exception of sample points S4, S6 and S9.
his means that contribution of the ‘hidden As’ and DMA in

hose sample points is negligible. This fact could be related to
he occurrence of intensive urban and industrial activity nearby
o those sampling sites, mainly to S6 (harbour). Therefore, bio-
ogical productivity, which is the responsible for the methylation
f inorganic As is clearly diminished in polluted sites. The sam-
le point S5 is the only one in which the total As found without
V treatment is significantly higher than that found with UV

reatment. An explanation for this behaviour could be the pres-
nce of an enhanced As(III) concentration and the absence of
on-hydride reactive As at this sampling point, which would
ause a higher fluorescence signal for the sample not subjected to
V oxidation. It should be stressed that the analytical approach

hown in Fig. 2 gives an accurate total As concentration in sea-
ater but determination of non-reactive As may suffer from
ias when As(III) is present at a significant concentration as
ompared to those of As(V) and MMA. In this case, an overes-
imation of the non-reactive fraction should occur when As(V)
s used as a calibrant. This bias should be minimum in oxic
eawater, where As(V) predominates over As(III).
. Conclusions

Arsine generation from UV-irradiated seawater samples in
lkaline medium allows an accurate determination of total As by

[

1.1 ± 0.1 3.71 2.45
1.5 ± 0.2 4.3 2.45

ontinuous-flow hydride generation-atomic fluorescence spec-
rometry, including the ‘hidden As’ fraction. The sum of DMA
nd the ‘hidden As’ represents a significant percentage (up to
4%) of the total As present in some sampling points. Detection
y atomic fluorescence avoids the need for a prior preconcen-
ration stage. Determination of the reactive and non-reactive
s fractions in seawater is accomplished in both a simple and

ast way. No chemical oxidants are employed to destroy non-
ydride reactive organoarsenic, thus minimizing any errors that
ould arise from sample contamination or losses. Likewise, pre-
eduction of As(V) formed upon UV treatment to As(III) for
aximum sensitivity is not required and hence, a simplification

f the method is achieved.
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bstract

A new Fe(III)-imprinted amino-functionalized silica gel sorbent was prepared by a surface imprinting technique for selective solid-phase
xtraction (SPE) of Fe(III) prior to its determination by inductively coupled plasma atomic emission spectrometry (ICP-AES). Compared with
on-imprinted polymer particles, the ion-imprinted polymers (IIPs) had higher selectivity and adsorption capacity for Fe(III). The maximum static
dsorption capacity of the ion-imprinted and non-imprinted sorbent for Fe(III) was 25.21 and 5.10 mg g−1, respectively. The largest selectivity
oefficient of the Fe(III)-imprinted sorbent for Fe(III) in the presence of Cr(III) was over 450. The relatively selective factor (αr) values of
e(III)/Cr(III) were 49.9 and 42.4, which were greater than 1. The distribution ratio (D) values of Fe(III)-imprinted polymers for Fe(III) were
reatly larger than that for Cr(III). The detection limit (3σ) was 0.34 �g L−1. The relative standard deviation of the method was 1.50% for eight

eplicate determinations. The method was validated by analyzing two certified reference materials (GBW 08301 and GBW 08303), the results
btained is in good agreement with standard values. The developed method was also successfully applied to the determination of trace iron in
lants and water samples with satisfactory results.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The traditional preconcentration and separation methods for
etal ions are liquid–liquid extraction, coprecipitation, and ion-

xchange, etc. These methods often require large amounts of
igh purity organic solvents, some of which are harmful to
ealth and cause environmental problems [1]. Nowadays, the
olid-phase extraction (SPE) is being widely utilized for precon-
entration or separation of metals due to the following advan-
ages. These include [2–5]: (1) higher enrichment factors; (2)
bsence of emulsion; (3) safety with respect to hazardous sam-
les; (4) minimal costs due to low consumption of reagents; (5)
exibility; (6) easy of automation. An efficient adsorbing mate-

ial should possess a stable and insoluble porous matrix having
uitable active groups (typically organic groups) that interact
ith metal ions. Silica gel is an ideal support for organic groups

∗ Corresponding author. Tel.: +86 931 8912582; fax: +86 931 8912582.
E-mail address: jiangn04@st.lzu.edu.cn (X. Chang).
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rface imprinting technique; Solid-phase extraction (SPE); ICP-AES

ecause it is a stable under acidic conditions and non-swelling
norganic material, and has high mass exchange characteristics
nd very high thermal resistance [6]. Immobilization and cross-
inking of organic compounds with certain functional groups on
he surface of silica gel has gained important application in dif-
erent research and industrial fields [7–11]. The effectiveness of
uch materials in binding metal ions has been attributed to the
omplexation chemistry between the ligand and the metal. How-
ver, the basic disadvantage of these solid sorbents is the lack of
etal selectivity, which leads to other species interfering with

he target metal ion(s) [12]. But molecular imprinting technique
an exactly change this problem.

Molecular imprinting is a technique for preparing polymeric
aterials that are capable of high molecular recognition. In
olecular imprinting, a molecular “memory” is imprinted on

he polymer. Molecular imprinting polymers (MIPs) are capa-

le of recognizing and binding the desired molecular target
ith a high affinity and selectivity [13]. Because of the highly

rosslinked polymeric nature of MIP materials, they are intrin-
ically stable and robust. Moreover, MIP materials are low cost
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Table 1
Instrumental and operating conditions for ICP-AES measurements

Parameter Type or amount

R.F. Power (kW) 1.15
Carrier gas (Ar) flow rate (L min−1) 0.6
Auxiliary gas (Ar) flow rate (L min−1) 1.0
Coolant gas (Ar) flow rate (L min−1) 14
Nebulizer flow (psi) 30
Pump rate (rpm) 100
Observation height (mm) 15
Integration time (s)

On-axis 20
Off-axis 5

Wavelength (nm)
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o produce and can be stored in a dry state at room temper-
ture for long periods of time [14]. Ion-imprinted polymers
IIPs) are similar to MIPs, but they can recognize metal ions
fter imprinting and retain all the virtues of MIPs [15–18]. IIPs
ave outstanding advantages such as predetermined selectivity
n addition to being simple and convenient to prepare. A partic-
larly promising application of IIPs is the solid-phase extractive
reconcentration of analytes present in low concentration or the
eparation from other coexisting ions or complex matrix. Thus,
on-imprinted polymers for solid-phase extraction is a fast devel-
ping area for the application of ion imprinting technology [19].
ne of the first ionic template effects in the synthesis of chelat-

ng polymers was reported by Nishide and Tsuchida [20] in the
id-1970s. Recently, Takagi and co-workers [21] introduced a

ovel imprinting technique called surface template polymeriza-
ion. Surface molecular imprinting is one of the important types
f molecular imprinting. Surface molecularly imprinted polymer
ot only possesses high selectivity but also avoids problems with
ass transfer [22].
For metal ions, molecular imprinting can be interpreted

s ionic imprinting exactly. So far there are a lot of metal
ons imprinted polymers have been prepared, including Pb(II)
23], Ni(II) [24,25], Pd(II) [26], Dy(III) [27], UO2(II) [28],
d(II) [1,29], Th(IV) [30], Ca(II) [31] and Mg(II) [32]

mprinted polymers. However, few people developed procedure
o research Fe(III). In this study, a new Fe(III)-imprinted amino-
unctionalized silica gel sorbent was synthesized by combining
surface molecular imprinting technique for selective extraction
r preconcentration of Fe(III).

A new method using Fe(III)-imprinted sorbent for precon-
entrating trace iron in real solution samples prior to its deter-
ination by ICP-AES was established. The proposed method

resented high selectivity and adsorption capacity for Fe(III),
nd possessed simple, convenient and accurate characteristics.

. Experimental

.1. Instruments and apparatus

An IRIS advantage ER/S inductively coupled plasma spec-
rometer (TJA, USA) was used for the determinations of all metal
ons. The operation conditions and the wavelengths were sum-

arized in Table 1.
A pHS-10C digital pH meter (Xiaoshan Instrument Factory,

hina) was used for the pH adjustments. Infrared spectra were
ecorded on a Nicolet NEXUS 670 FT-IR apparatus (USA).

An YL-110 peristaltic pump (General Research Institute
or Nonferrous Metals, Beijing, China) was used in the
reconcentration process. A self-made glass microcolumn
45 mm × 2.5 mm i.d.) was used in this study.

.2. Chemicals and reagents
Reagents of analytical and spectral purity were used for
ll experiments and doubly distilled deionized water was used
hroughout. Standard stock solutions of Fe(III) and Cr(III)
1 mg mL−1) were prepared by dissolving spectral pure-grade

w
u
1
c

Fe 259.940
Cr 267.716

eCl3·6H2O (Tianjin Yaohua Chemical Factory, Tianjin, China)
nd CrCl3·6H2O (Shanghai First Reagent Factory, Shanghai,
hina). Silica gel (60–100 mesh, Mouping Kangbinuo Chemi-
al Factory, Yantai, China) and 3-aminopropyltrimethoxysilane
APS, Qingdao Ocean University Chemical Company, Qing-
ao, China) were used to prepare the ion-imprinted and non-
mprinted functionalized silica gel sorbent.

.3. Sample preparation

The reference materials (GBW 08301, river sediment and
BW 08303, polluted farming soil) were obtained from the
ational Research Center for Certified Reference Materials

Beijing, China). Qinghai Lake water was collected from Qing-
ai Lake, Qinghai, China. Yellow River water was collected
rom Yellow River, Lanzhou, China. To oxidize organic mat-
er such as humic acid, the sample was digested by oxidizing
V-photolysis in the presence of 1% H2O2 using a low pressure
g-lamp which was integrated in a closed quartz vessel [33]. The
igested samples were immediately filtered through a Millipore
ellulose nitrate membrane, pore size 0.45 mm, acidified to pH
with hydrochloric acid and stored in precleaned polyethylene
ottles. Tap water samples taken from our research laboratory
ere analyzed without pretreatment. The pH value was adjusted

o 3 with 0.1 mol L−1 HCl or 0.1 mol L−1 NH3·H2O prior
o use.

Balsam pear leaves was obtained from Anning village,
anzhou, China. The plant samples were dried in an oven at
0 ◦C to constant weight. A 1.000 g balsam pear leaves sam-
les were weighted and transferred to a digestion tube before
dding 5 mL of concentrated HNO3. Following the directions
ound in the literature [34], the tube was left at room temper-
ture for one night. Then it was placed in a digester block
nd heated slowly until the temperature was up to 165 ◦C.
his temperature was maintained until no more brown fumes
volved. After the tube had cooled down, 1.3 mL perchloric acid

◦
as added into it. Then the temperature was raised to 210 C
ntil white fumes begin to form. The volume was adjusted to
00 mL with doubly distilled deionized water after the tube had
ooled off.
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derivatives was absent in the IR spectra owing to the partici-
pation of the amino group in the Schiff base formation [35].
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.4. Preparation of the Fe(III)-imprinted
mino-functionalized silica gel sorbent

The silica gel surfaces were activated by refluxing 8 g of silica
el (60–100 mesh) with 60 mL of 6 mol L−1 hydrochloric acid
nder stirring for 8 h, then the activated silica gel was filtered and
ashed with doubly distilled water to neutral and dried under
acuum at 70 ◦C for 8 h.

To prepare the Fe(III)-imprinted amino-functionalized sil-
ca gel sorbent, 2.271 g of FeCl3·6H2O was dissolved in 80 mL
f methanol under stirring and heating, then 4 mL of APS
as added into the mixture. The solution was stirred and

efluxed for 1 h, to which 6 g of activated silica gel was
dded. After 20 h of stirring and refluxing the mixture, the
roduct was recovered by filtration, washed with ethanol to
emove the remnant APS, and stirred in 50 mL of 6 mol L−1

ydrochloric acid for 2 h to remove metal ions from the poly-
er. The final product was filtered, washed with doubly dis-

illed water to neutral and dried under vacuum at 80 ◦C for
2 h. The non-imprinted functionalized silica gel sorbent was
lso prepared using an identical procedure without adding
eCl3·6H2O.

.5. General procedure for preconcentration/separation of
e(III)

.5.1. Static adsorption test
A portion of standard or sample solution containing Fe(III)

as transferred into a 10 mL beaker, and the pH value was
djusted to the desired value with 0.1 mol L−1 HNO3 or
.1 mol L−1 NH3·H2O. Then the volume was adjusted to 10 mL
ith doubly distilled deionized water. And 50 mg of Fe(III)-

mprinted amino-functionalized silica gel sorbent was added,
nd the mixture was shaken vigorously for 30 min to facili-
ate adsorption of the metal ions onto the ion-imprinted sor-
ent. After the solution was centrifuged, the concentrations
f the metal ions in the solution were directly determined by
CP-AES.

.5.2. Dynamic adsorption test
Firstly, the glass column (45 mm in length and 2.5 mm

n diameter) was packed with 50 mg of the imprinted func-
ionalized silica gel sorbent. A small amount of glass wool
as placed at both ends to prevent loss of the polymer par-

icles during sample loading. Before use, pH 3 of HNO3
olution and doubly distilled deionized water were succes-
ively passed through the microcolumn in order to equi-
ibrate, clean and neutralize it. Each solution was passed
hrough the column at a flow rate of 1.0 mL min−1 (con-
rolled by a peristaltic pump) after adjusting pH 3. The metal
ons adsorbed on the column were eluted with 0.5 mol L−1

Cl. The analytes in the elution were determined by ICP-
ES.
.5.3. Constants
The adsorption capacity, the extraction percentage, the distri-

ution ratio, the selectivity coefficient and the relative selectivity

I
l
N
s
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oefficient were calculated as the following equations:

= (C0 − Ce)V

W
, E = (C0 − Ce)

Ce
, D = Q

Ce
,

Fe/Cr = DFe

DCr
, αr = αi

αn

here Q represents the adsorption capacity (mg g−1), C0
nd Ce represent the initial and equilibrium concentration of
e(III) (�g mL−1), W is the mass of Fe(III)-imprinted amino-
unctionalized silica gel polymer (g) and V is the volume of metal
on solution (L), E (%) is the extraction percentage, D is the dis-
ribution ratio (mL g−1), αFe/Cr is the selectivity coefficient, αr is
he relative selectivity coefficient, αi and αn represent the selec-
ivity factor of imprinted sorbent and non-imprinted sorbent,
espectively.

. Results and discussion

.1. Preparation of the Fe(III)-imprinted
mino-functionalized silica gel sorbent

Silica gel is an amorphous inorganic polymer having siloxane
roups (Si–O–Si) in the bulk and silanol groups (Si–OH) on its
urface. The latter are responsible for chemical modification that
ay occur on the silica surface. Because commercial silica gel

ontains a low concentration of surface silanol groups suitable
or modification, the activation of silica gel surface is necessary.
n this work hydrochloric acid was used for the activation of
ilica gel.

The complex was formed between Fe(III) and APS, then
ohydrolyzed and co-condensed with the activated silica gel.
hus, the activated silica gel surface was grafted with the com-
lex of Fe(III) and APS rather than just the free APS. After
he remnant APS and Fe(III) were removed by ethanol and
mol L−1 HCl, respectively, the imprinted functionalized sil-

ca gel sorbent which contained a tailor-made cavity for Fe(III)
as formed.

.2. Characteristic of the FT-IR spectra

To ascertain the presence of APS in the functionalized
ilica gel sorbents, FT-IR spectra were obtained from acti-
ated silica gel, Fe(III)-imprinted and non-imprinted amino-
unctionalized silica gel sorbents. The observed features around
101.5 and 964.6 cm−1 indicated Si–O–Si and Si–O–H stretch-
ng vibrations, respectively. The presence of adsorption water
as reflected by νOH vibration at 3439.9 and 1635.1 cm−1.
he bands around 802.6 and 468.4 cm−1 resulted from Si–O
ibrations. The νNH2 band present in silica gel modified amine
mprinted and non-imprinted sorbent showed a very similar
ocation and appearance of the major bands. It indicated that
–H was recovered after removal of Fe(III) in the imprinted

orbent.
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Fe(III) because these two ions have the same charge and
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ig. 1. Effect of pH on sorption of Fe(III) on Fe(III)-imprinted amino-
unctionalized silica gel sorbent. Other conditions: 50 mg of the sorbent;
.0 �g mL−1 of Fe(III); shaking time 30 min; temperature 25 ◦C.

.3. Effect of pH

According to the recommended procedure (static method),
he effect of pH on the adsorption of Fe(III) was tested by
quilibrating 50 mg of Fe(III)-imprinted amino-functionalized
ilica gel sorbent with 10 mL of the buffer solutions contain-
ng 1.0 �g mL−1 of Fe(III) under different pH conditions. It
an be seen in Fig. 1, the sorption quantity of Fe(III) was very
ow when the pH was lower than pH 3 because of the proto-
ation, but it increased dramatically with the pH. After pH 3,
he sorption quantity remained relatively constant. In order to
void hydrolyzing at higher pH values, pH 3 was selected as the
nrichment acidity for subsequent experiments.

.4. Effect of elution condition on recovery

Elution of Fe(III) from the column containing the Fe(III)-
mprinted amino-functionalized silica gel sorbent was investi-
ated by using 2 mL of various concentrations of HCl as elu-
nt following the general procedure (dynamic method). When
Cl is used as a desorption agent, the coordination spheres of

helated Fe(III) ions is disrupted and subsequently Fe(III) ions
re released from the iron templates into the desorption medium.

he quantitative recoveries (>95%) of Fe(III) can be obtained
sing 2 mL of 0.5 mol L−1 HCl as eluent. Therefore, 2 mL of
.5 mol L−1 HCl was used as eluent in subsequent experiments.

s
u
b

able 2
ompetitive loading of Fe(III) and Cr(III) by the Fe(III)-imprinted and non-imprinted

orbent Initial solution (�g mL−1) Uptake (%)

Fe(III) Cr(III) Fe(III) Cr(III)

e(III)-imprinted 1 0 99.75
1 1 99.66 39.4
1 2 99.41 53.2

on-imprinted 1 0 98.2
1 1 97.3 86.38
1 2 97.2 84
ig. 2. The effect of Fe(III) initial concentration on the adsorption quantity
f Fe(III)-imprinted amino-functionalized silica gel sorbent. Other conditions:
0 mg of ion-imprinted sorbent; pH 3; shaking time 30 min; temperature 25 ◦C.

.5. Adsorption capacity of Fe(III)-imprinted sorbent for
e(III)

The adsorption capacity is an important factor because it
etermines how much adsorbent is required to quantitatively
oncentrate the analytes from a given solution. The adsorption
apacity was tested following the general procedure. To mea-
ure the static adsorption capacity, 20 mg of Fe(III)-imprinted or
on-imprinted sorbent was equilibrated with 50 mL of various
oncentrations of Fe(III) solutions buffered with 0.1 mol L−1

f HNO3 or NH3·H2O at pH 3. As can be seen in Fig. 2, the
mount of Fe(III) adsorbed per unit mass of IIPs increased
ith the initial concentrations of Fe(III). The initial Fe(III) con-

entrations were increased till the plateau values (adsorption
apacity values) were obtained. The static adsorption capacity
f the ion-imprinted and non-imprinted sorbent for Fe(III) was
alculated as 25.21 and 5.10 mg g−1, respectively. The static
dsorption capacity of the ion-imprinted was about five times of
on-imprinted one. The results showed that the ion-imprinted
olymers had a high adsorption capacity for Fe(III).

.6. Selectivity of the imprinted sorbent

The Cr(III) ion was chosen as the competitive species with
imilar ionic radius. As can be seen in Table 2, the D val-
es of Fe(III)-imprinted amino-functionalized silica gel sor-
ent for Fe(III) were large, while D decreased significantly

silica gel sorbent

Capacity (mg g−1) D (mL g−1) α αr

Fe(III) Cr(III) Fe(III) Cr(III)

1.995 798112.0
1.994 0.788 586352.9 1300 451.0 49.9
1.986 2.128 279684.5 2273.1 123.0 42.4

1.964 109106.7
1.946 1.727 114470.6 12683.1 9.03
1.944 1.680 15185.6 5250.4 2.9
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or Cr(III). The αr values were 49.9 and 42.4, which were
reater than 1 for Fe(III)-imprinted amino-functionalized sil-
ca gel sorbent of Fe(III)/Cr(III). The results indicated that the
e(III)-imprinted amino-functionalized silica gel sorbent had
igher selectivity for Fe(III). And these results demonstrated
hat Fe(III) could be determined even in the presence of Cr(III)
nterference.

.7. Effect of flow rate

The flow rate of the Fe(III) solution through the packed
olume is a very important parameter because the reten-
ion of elements on adsorbent depends upon the flow rate
f the sample solution. Its effect was examined under the
ptimum conditions (pH, eluent, etc.) by passing 50 mL
f sample solution through the column with a peristaltic
ump. Faster flow rates could not be investigated due to
he back-pressure generated by the column. So the flow
ates were adjusted in the range of 0.5–3.0 mL min−1. The
dsorption in this system is a rapid kinetic process and
t higher flow rates the contact time of iron ions with
he column material is shorter. In the test, the quantita-
ive recoveries of the metal ions will decrease with the fur-
her increasing of the flow rate that is over 1.5 mL min−1.
hus, a flow rate of 1.0 mL min−1 was selected in this
ork.

.8. Maximum sample volume and enrichment factor
The enrichment factor was studied by recommended column
rocedure by increasing volume of Fe(III) solution and keep-
ng the total amount of loaded Fe(III) constant to 1.0 �g. For
his purpose, 10, 50, 100, 150, 200, 250 and 300 mL of sample

s
i
h
m

able 3
nalytical results for the determination of trace ferric in standard reference materials

amples Fe(III) added
(�g mL−1)

Measured

Standard materials
(mg g−1)

Plant sample
(mg g−1)

W
(�

BW 08301 36 ± 1.4
BW 08303 27 ± 2.2
alsam pear leaves 3.48 ± 0.09

inghai Lake water 0.00
0.50
1.00
5.00

ellow River water 0.00
0.50
1.00
5.00 1

ap water 0.00
0.50
1.00
5.00

he value following “±” is the standard deviation.
71 (2007) 38–43

olutions containing 1.0 �g of Fe(III) were passed through the
olumn at the optimum flow rate. The maximum sample vol-
me can be up to 150 mL with the recovery >95%. Therefore,
50 mL of sample solution was adopted for the preconcentration
f analytes from sample solutions. And a high enrichment factor
f 75 was obtained because 2 mL of 0.5 mol L−1 HCl was used
s eluent in these experiments.

.9. Effect of coexisting ions

Different foreign ions were added to equal quantities of the
iluted mixed standard solutions and enriched and determined
ccording to the general procedure. The results showed
hat up to 4000 �g mL−1 of K(I), 4000 �g mL−1 of Na(I),
00 �g mL−1 of Ca(II), 200 �g mL−1 of Mg(II), 200 �g mL−1

f Ni(II), 200 �g mL−1 of Mn(II), 200 �g mL−1 of Zn(II),
00 �g mL−1 of Co(II), 50 �g mL−1 of Cd(II), 50 �g mL−1 of
u(II), 50 �g mL−1 of Pb(II), 50 �g mL−1 of Hg(II) had no

ignificant interferences with the determination of 1 �g mL−1

f Fe(III). There are three possible factors for this reason [29].
ne is the amino-functionalized group inherent selectivity. The

mino group is a soft base and it would not interact with alkali
etal and alkali earth metal ions that are classified as hard

cids. The second is the hole-size selectivity. The size of Fe(III)
xactly fits the cavity of the Fe(III)-imprinted sorbent. The third
s the coordination-geometry selectivity because the Fe(III)-
mprinted silica gel sorbent can provide the ligand groups
rranged in a suitable way required for coordination of Fe(III)
on. Although some ions have similar size with Fe(III) ion, and

ome ions have high affinity with the amino ligand, the Fe(III)-
mprinted amino-functionalized silica gel sorbent still exhibits
igh selectivity for extraction of Fe(III) in the presence of other
etal ions. These results suggest that the coordination-

, plant sample and natural water samples

Certified (mg g−1) Founded with ICP-AES
(mg g−1)

Recovery (%)

ater samples
g mL−1)

39.4 ± 0.12
29.7 ± 0.20

3.59 ± 0.12

0.17 ± 0.02 –
0.66 ± 0.03 98.0
1.55 ± 0.05 98.0
5.13 ± 0.02 99.2

6.65 ± 0.03 –
7.14 ± 0.02 98.0
7.67 ± 0.06 102
1.58 ± 0.07 98.6

0.05 ± 0.02 –
0.53 ± 0.03 96.0
1.03 ± 0.05 98.0
5.10 ± 0.08 101
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eometry selectivity may dominate in the selectivity
nhancement.

.10. Analytical precision and detection limits

Under the selected conditions, eight portions of standard solu-
ions were enriched and analyzed simultaneously following the
eneral procedure. The relative standard deviations (R.S.D.)
f the method was lower than 2.0%, which indicated that the
ethod had good precision for the analysis of trace Fe(III) in

olution samples. In accordance with the definition of IUPAC
36,37], the detection limit of the method was calculated based
n three times of the standard deviation of 11 runs of the blank
olution. The detection limit (3σ) of the proposed method was
.34 �g L−1.

.11. Application of the method

The proposed method was applied to the analysis of iron
n two certified reference materials (GBW 08301, river sedi-

ent and GBW 08303, polluted farming soil), plants, tap water
nd river water samples. The results were listed in Table 3.
he analytical results for the standard material were in good
greement with the certified values. The analytical results for
lant sample were in agreement with the ICP-AES method.
or the analytical of natural water samples, the standard addi-

ion method was used, the recoveries of iron were in the range
f 96–105%. These results indicated the suitability of Fe(III)-
mprinted amino-functionalized silica gel sorbent for selective
olid-phase extraction and determination of trace Fe(III) in envi-
onmental samples.

. Conclusions

In this paper, a selective and sensitive method for the deter-
ination of trace levels of iron was developed using Fe(III)-

mprinted amino-functionalized silica gel (prepared by a surface
mprinting technique) as a solid-phase extractant. The prepara-
ion of Fe(III)-imprinted amino-functionalized silica gel sorbent
as relatively simple and rapid. The ion-imprinted sorbent had

igher adsorption capacity and selectivity for Fe(III), and the
ethod was successfully applied to the analysis of trace iron in

lants and water sample solutions. The precision and accuracy
f the method are satisfactory.
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bstract

A method using bi-directional electrostacking (BDES) in a flow system is presented for As preconcentration and speciation analysis. Some
arameters such as electrostacking time and applied voltage, support buffers and their concentrations were investigated. Boric acid plus sodium
ydroxide at 0.1 mol/l concentration was selected as support buffer to improve the pre-concentration factor (PF) for As(V). An analytical range from
.0 to 50.0 �g l−1, and 0.35 �g l−1 as limit of detection, when applied 750 V for 20 min, were achieved. Under these conditions, a pre-concentration
actor of 4.8 was obtained. The proposed method was applied to determine As(V) in mineral water and natural water samples (river, fountain

nd gold mine) from Ouro Preto city. Recoveries from 93.5 to 106.4% were achieved at 10 �g l−1 added As level (R.S.D.s between 3 and 7%).
otassium permanganate (10 mg l−1) was used for oxidising As species in order to determine total As, being established the concentration of As(III)
rom the difference between total As and As(V).

2006 Elsevier B.V. All rights reserved.
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. Introduction

The complexity of some matrices and the levels of the ele-
ents to be determined, sometimes involve the necessity of a

eparation and/or pre-concentration step [1]. Due to the impor-
ance of these steps in the analytical sequence, different strate-
ies which vary from liquid-liquid extraction to solid phase
reconcentration [2,3] have been applied in this context [4–6],
lso including original methods based on cloud point extraction
7].

Besides those already commented strategies commonly
pplied to separation/pre-concentration, a recent proposed alter-
ative is the on-line electrostacking [8–12]. For this task, the
amples are diluted either in pure water or in a low concentra-

ion buffer, which has the same components as the support buffer
ystem. Due to the big difference on electric field strength, the
igration of the ions is carried out from the sample region to

∗ Corresponding author. Tel.: +34 96 3544838; fax: +34 96 3544838.
E-mail address: miguel.delaguardia@uv.es (M. de la Guardia).
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trostacking; Electrothermal atomic absorption spectrometry (ETAAS)

he support buffer. The migration speed is greatly reduced at
he concentration boundary between sample and support buffer,
esulting the separation and preconcentration of ionic species.

He et al. proposed the first on-line bi-directional electrostack-
ng flow-injection system (BDES-FI) [9]. In that work, the spe-
iation and pre-concentration of Cr(III) and Cr(VI) were carried
ut, and some parameters, such as ionic mobility, electric field
trength, pH of the solutions, among others were investigated.
he measurements were performed by flame atomic absorption
pectrometry. The BDES voltage (1000 V) and time (600 s) were
he optimised parameters, and a pre-concentration factor of 2.6
as obtained. The pH influence on both, support buffer and sam-
le solutions were also investigated, and respectively chosen as
.0 and 3.4.

Yang et al. [10] used the BDES for separation and preconcen-
ration of Cr(VI) and Pb(II) in drinking water. The influence of
ample tube (ST) and buffer tube (BT) lengths, sample medium

oncentration and the BDES time on the pre-concentration fac-
or was studied. This factor was improved to 16 times when
ecreased the BT to 4 cm and increased the ST to 4.6 cm. A
aximum pre-concentration factor for Pb(II) and Cr(VI) of 20
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Table 1
Furnace program used for As determination

Step Temperature (◦C) Ramp (s) Hold (s) Ar flow rate
(ml min−1)

1 130 5 30 250
2 1300 10 20 250
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nd 27 times, respectively, was achieved when 32 min of BDES
ime was applied.

Due to the importance for determining As species, the
xtremely low concentration for total As (0.1–10 �g l−1) [13]
s well as the novelty of BDES-FI for arsenic speciation and
reconcentration, the aim of this work was to investigate the
otentialities of an on-line BDES for preconcentration and spe-
iation of As(III) and As(V) using ET AAS. Some parameters in
he electrostacking system such as sample pH, applied and time
oltage, system design, and sampled zone were investigated. For
s speciation, the oxidation of As(III) to As(V) was carried out
sing potassium permanganate.

. Experimental

.1. Instruments and apparatus

A Perkin–Elmer AAnalyst 600 atomic absorption spectrome-
er (Norwalk, USA) equipped with a longitudinal Zeeman-effect
ackground correction system, was employed as well as trans-
ersely heated graphite atomizer (THGA) tubes with integrated
latforms.

All measurements were based on integrated absorbance and
erformed at 193.7 nm with a spectral bandwidth of 0.7 nm. The
rsenic electrodeless discharge lamp from Perkin–Elmer was
perated at 350 mA, and the recommended operating conditions
or arsenic determination are given in Table 1.

An electrophoresis power supply EPS-1001, from GE
Upsala, Sweden) was employed and the conditions used for
urrent and power were 4 mA and 4 W, respectively.

A model D20 Digimed (Santo Amaro, Brazil) potentiometer,
Micronal B331 (São Paulo, Brazil) conductivity meter and a
arconi MA 4025 hot plate (Piracicaba, Brazil) were also used.

.2. Standards, reagents and samples

All solutions were prepared with analytical reagent-grade
hemicals and deionised water (18.2 M� cm) obtained from a
illi-Q water purification system (Millipore, Bedford, USA)
as used throughout. Polyethylene flasks were employed for

toring the solutions.
Working standard solutions (2–50 �g l−1) of As(V) were

repared from AsHNa2O4.7H2O (Fluka, USA) by sequential

ilutions from a stock solution of 250 mg l−1. A 500 mg l−1

s(III) stock solution was prepared by dissolution of 0.660 g
f As2O3 (Vetec, Brazil) in 2.5% (w/v) NaOH. When necessary
NO3 was used for attained the proper pH value. Working stan-

P
w
t
i

71 (2007) 353–358

ard solutions of As(III) were prepared by appropriate dilutions
rom the stock one. The pH and conductivity of the As(V) and
s(III) working standard solutions were 7.0 and 240 �S cm−1,

espectively.
Potassium permanganate, 10 mg l−1 concentration, was pre-

ared by appropriate dilution from a 100 mg l−1stock solution.
Different buffer solutions were employed, such as glycine

J.T. Baker, USA) plus sodium hydroxide (Merck, Brazil),
oric acid (Merck, Brazil) plus sodium hydroxide, and finally,
ris(hydroxymethyl)aminomethane-Tris (Synth, Brazil) plus
ydrochloric acid (Mallinckrodt, Mexico). Their concentra-
ions, pH values and conductivity were always 0.1 mol l−1, 9.0
nd 4.5 mS cm−1, respectively. Nitric acid was purchased from
allinckrodt (Mexico). Agar-agar purchased from J.T. Baker

USA) was employed for preparing salt bridges (SB). The salt
ridges should be immersed into a test tube containing the elec-
rode solution, and kept in a refrigerator after their use. The
arameters concerned to the salt bridge and electrode solutions
ere 0.5 mol l−1, pH 9.0 and 20 mS cm−1.
The mineral water was purchased at the local market. The

nitial conductivity and pH were 25–50 �S cm−1 and 5.5–6.7,
espectively. After the KCl (Merck, USA) addition, the conduc-
ivity was between 220 and 350 �S cm−1. The sample pH was
djusted at 7.0 ± 0.2.

Different water samples from river, fountain and an aban-
oned gold mine in the neighbourhoods of Ouro Preto city
Minas Gerais state, Brazil) were analyzed. The initial conduc-
ivity and pH varied from 19 to 107 �S cm−1, and from 5.2 to
.6, respectively. The conductivity and pH were controlled and
he As(III) and the As(V) were determined in each one of the
amples. The KCl solution was employed to adjust the conduc-
ivity of buffers, standard solutions and samples.

.3. On-line BDES-FI and operational conditions

Fig. 1 shows the diagram of the on-line BDES. This sys-
em comprises two Ismatec PC peristaltic pumps (Glattbrugg,
witzerland), which were employed to transport the support
uffer solution (P1) and the standard or sample solutions (P2).
olytetrafluoroethylene (PTFE) tubes of 0.5 mm i.d. were used
s transport lines. The BDES system also comprises four con-
ectors (C) built in acrylic (0.5 and 1.5 mm i.d.), one sample tube
ith 4.1 cm length and 1.2 cm i.d., two support buffer tubes (BT)
f PTFE with 6.1 cm length and 1 mm i.d. and two salt bridges
ubes of PTFE with 12 cm length and 1 mm i.d. A three-piece
njector commutator device (IC) built in acrylic was used for
ontrolling the flow direction of the support buffer. The ST was
anufactured by coupling two pieces of polypropylene syringes,

oth with 1 ml of capacity.
The salt bridges were prepared by dissolving 4% (w/v) agar-

gar in 0.5 mol l−1 buffer, heated at ca. 60 ◦C in a hot plate, and
hen injected into the PTFE tubes. The ends of the salt bridges
ere blocked up with cotton wool to prevent the gel sliding.

latinum filament (0.5 mm) was used as electrodes, and they
ere immersed together with the salt bridges into a 10 ml test

ube containing 0.5 mol l−1 buffer. The electrodes were fixed
nside the test tubes by electric sockets.
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ig. 1. Schematic diagram of BDES unit for on-line As determination. Points a
eristaltic pumps, IC, injector commutator, C, connectors and SB, salt bridge.

The set-up depicted in Fig. 1 was operated in accordance
o the procedure summarized in Table 2. During the first step,
1 was stopped and the BDES unit was washed at a flow rate of
.5 ml min−1 with deionised water driven by P2. The second step
as employed to fill the sample tube with the sample solution.
uring this step, P1 keep still off and P2 pushed the sample

olution into the sample tube. The flow direction was from the
iddle of sample tube to its end (Fig. 1b and c) until way out

. In the third step, P2 was stopped and P1 carried the support
uffer through left channel (from b to a) to way out 1 (IC). In the
ourth step, with P2 still stopped, P1 carried the support buffer
hrough the right channel (from c to d) to way out 3 (IC). In
his sense, a concentration boundary was created, which was
ocated at the frontier between the connector (C) and sample
ube (ST). The fifth step comprised the preconcentration process,
eing both peristaltic pumps turned off. The voltage and time
f BDES were investigated in a range from 500 to 1000 V and

to 20 min, respectively. In the sixth step, the pre-concentrated

amples were pushed out by turning on the P1 pump. When the
re-concentrated sample was driven to the flow system, the way
ut 2 was closed. At this step, 12 aliquots of 150 �l of the pre-

3

p

able 2
DES operation procedure for As preconcentration

tep Function Pump P1 (ml min−1)

Water washing 0
Fill with sample 0
Fill with support buffer (left channel) 2.5
Fill with support buffer (right channel) 2.5
Electrostacking 0
Collection 2.5

a Way out 1 and 3 were sequentially open according to the polarity of the electroly
and d indicate the flow directions, ST, sample tube, BT, buffer tube, P1 and P2,

oncentrated sample were collected. Six of them were sampled
n each side of the BDES unit in order to increase the salt bridges
nd electrode solutions work lifetime, as long as 60 h. In this
ense, the polarity of the power supply was changed after each
erformance [9]. As consequence, the pre-concentrated samples
ere sometimes collected in the left or right channel.
It must be noticed that, based on previous experiments it

as confirmed that As(III) species does not migrates and thus
s(V) could be determined selectively by electrothermal atomic

bsorption spectrometry (ETAAS) after BDES. On the other
and the speciation of As(III) and As(V) was based on the direct
etermination of As(V) and that of total As after oxidation by
ermanganate being established the As(III)concentration by the
ifference between total As and As(V) concentration.

. Results and discussion
.1. Evaluation of the BDES-FI system parameters

An As(V) solution of 9.0 �g L−1 was used to evaluate the
arameters which affect the BDES. In the preliminary tests with

Pump P2 (ml min−1) Way out 1 Way out 2 Way out 3

6.5 Closed Open Closed
6.5 Closed Open Closed
0 Open Closed Closed
0 Closed Closed Open
0 Closed Closed Closed
0 Opena Closed Opena

tic cell.
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speed of migration of the AsO4

3− species to the cathode. As
a consequence, the electrophoretic mobility is decreased, also
favouring a poorer As preconcentration [14].
56 L.M. Coelho et al. / T

he system depicted in the Fig. 1, the sampling tube was short-
ned from 12.4 cm (i.d. 0.6 cm) to 4.1 cm (i.d. 1.2 cm) length
n order to avoid sample dispersion during the electrostacking
rocess. With this simple system modification, the As results
ere increased by a 2.65 factor. This behaviour can be explained
ecause of the dependence of the ion migration speed on the
lectric field intensity, E, and it is determined by the magnitude
f the potential applied (V/volts) and by the distance between
he electrodes (d/cm). In this way the relationship between E, V
nd d is given by E = V/d. According to this equation there is an
ncrease on the ion migration speed when the distance between
he electrodes is shortened [14].

After the aforementioned modification, the variables involved
n the BDES system, such as sampled zone, voltage and its appli-
ation time, sample pH, as well as the nature and concentration
f both support and electrode buffer solutions were investigated.

.1.1. Sampling zone
It was evaluated the proper sampled zone where the As pre-

oncentration factor (PF) was as high as possible. In this way, six
50 �l-aliquots were sequentially collected in the auto sampler
ubes (1 ml) and the As determined in each one. The third and
ourth sampled aliquots (from 300 to 600 �l) produced the best
esults (PF of ca. 1.5 and R.S.D., as a repeatability index, lower
han 4.0%). The conditions used in this test for applied voltage
nd time were 1000 V and 10 min, respectively, and they were
ased on previous work [9].

In order to check possible contamination problems, the same
est was performed, but now using the buffer as the sample. In
his way, only small As concentration (0.47 ± 0.03 �g l−1) was
chieved. It is interesting to point out that this value was lower
han the LOQ (ca. 1.2 �g l−1) of the method.

In all experiments, Tris–HCl was used as buffer solution and
he sample pH was adjusted to 7.0.

.1.2. Applied voltage and time
Applied voltage and time were varied in order to optimise

he conditions for improving the PF value. In this way, applied
oltage (500, 750 and 1000 V) and time (5, 10, 15 and 20 min)
ere tested. For all situations, both 9.0 �g l−1 As(V) stan-
ard solution and the Tris buffer solution (0.1 mol l−1) were
sed.

As can be see from Fig. 2, the highest As concentration was
btained using 1000 V as applied voltage and 20 min as elec-
rostacking time. Although these parameters produced the best
esults, sometimes a great amount of bubbles was formed dur-
ng the process, interrupting the electric circuit and making the
DES unstable.

It is interesting to note that although the advantageous effect
f the increase on both voltage and time in order to improve
he sensitivity, a temperature increase is also noted due to the
oule heating, making easier the bubble formation [10,15]. As

compromise between sensitivity and robustness of the sys-

em, 750 V and 20 min were chosen for following studies. At
hese conditions, an R.S.D. of 5% and PF value of 3.5 were
btained.

F
s

ig. 2. Arsenic concentration obtained (�g l−1) after BDES by varying the
pplied voltage time. The symbols �, � and � indicate the use of 500, 750
nd 1000 V, respectively.

The condition of 0 V and 20 min was also applied in order to
heck the efficiency of the electrostacking. An interesting result
as obtained because the arsenic species were not dispersed at

he buffer solution. So, the result obtained (0.56 ± 0.11 �g l−1)
eflects the arsenic concentration present in the buffer solutions.
his concentration was similar to that already reported (see Sec-

ion 3.1.1).
In all experiments, Tris–HCl was used as buffer solution and

he sample pH was adjusted at 7.0.

.1.3. Sample pH
As the pH plays an important role in the electrostacking sys-

em, the pH values of 4, 7, 8 and 12 were evaluate to promote
he preconcentration of As.

According to data reported in Fig. 3, one can see that the use
f pH 7 provide precise results and the maximum preconcentra-
ion, being found a R.S.D. of 3% and a PF of 3.44, respectively.
or pH values higher than seven the signal decreased. It can be
xplained due to the presence of OH− ions which induce a low
ig. 3. Arsenic concentration obtained (�g l−1) after BDES as a function of
ample pH using unbufffered solutions.
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Table 3
Arsenic determination in mineral water through BDES-ETAAS

Sample As concentration
added (�g l−1)

As concentration
found (�g l−1)

Recovery %

Mineral water A 0 2.5 ± 0.3 –
10 13.7 ± 1.7 112

Mineral water B 0 0.7 ± 0.1 –
10 10 ± 2 95

Mineral water C 0 1.6 ± 0.2 –
10 10.6 ± 0.5 90

Mineral water D 0 <0.35 –
10 9.6 ± 0.6 96

Mineral water E 0 0.6 ± 0.2 –
10 11.6 ± 0.2 110

Mineral water F 0 1.2 ± 0.06 –
10 11.7 ± 0.4 105

Mineral water G 0 0.4 ± 0.1 –
10 10.6 ± 0.3 102

Mineral water H 0 <0.35 –
10 10.7 ± 0.2 107

Table 4
Speciation of As in water samples from Ouro Preto area (Minas Gerais state,
Brazil) through BDES and ETAAS

Natural water samples Total As (�g l−1) As(III) (�g l−1) As(V) (�g l−1)

Gold mine water 1 9.88 ± 0.16 5.77 ± 0.21 4.11 ± 0.21
Gold mine water 2 10.53 ± 0.08 6.37 ± 0.25 4.16 ± 0.16
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.1.4. Study of the buffering conditions
Three buffer systems were tested: (i) Tris plus hydrochloric

cid (BS1); (ii) boric acid plus sodium hydroxide (BS2) (iii),
nd glycine plus sodium hydroxide (BS3), which present pK
f 8.06, 9.23 and 9.78, respectively. The concentration of the
upport buffer was 0.1 mol l−1 and that in the salt bridge was
.5 mol l−1. These values were established according to results
btained in a previous work [10]. For testing the buffer sys-
em, the same conditions already established were employed.
n this way, the results obtained for As using BS1 to 3 were
espectively, 32.2 ± 2.3 �g l−1 (PF = 3.6), 43.1 ± 2.3 (PF = 4.8)
nd 17.4 ± 1.9 (PF = 1.9). According to these results boric acid
lus sodium hydroxide was chosen for further experiments.

Poor PF results for glycine can be explained due to its mobil-
ty. Considering the pK of the carboxyl and amine groups as
.35 and 9.78, respectively for glycine, the isoelectric point is
chieved at pH 6.1. At this pH value the migration of the glycine
olecules is worsted when the electric potential is applied, while

or pH values higher than 6.1, the glycine molecules are depro-
onated [14]. The migration of these molecules to the anode can
robably create difficulties for the As ions migration to the cath-
de, decreasing the PF factor when glycine is compared to the
thers buffers tested here.

With the support buffer already defined, it was evalu-
ted the effect of its concentration in the range between
.05 and 0.2 mol l−1. Similar results were achieved for As
43.4 ± 2.0 �g l−1) when compared to those already obtained.
t is interesting to note that only slight variations on the As
esults (ca. 2%) were achieved when the concentration of the
uffer solution varied from 0.5 to 1.0 mol l−1. In this way, the
oncentration of the buffer system was fixed at 0.05 mol l−1

nd 0.5 mol l−1 for support buffer and electrode buffer solution,
espectively. These values were also chosen in order to maintain
great difference in the concentration between the two buffer

olutions, improving both, the electrostacking performance and
he pre-concentration factor.

.1.5. As speciation
For As speciation, the As(III) species were oxidized using

.5 ml potassium permanganate solution (10 mg l−1) in acidic
edium (3.0 ml of 0.01 mol l−1 H2SO4). Then, the excess of

ermanganate was removed with some drops of 3% (v/v) H2O2
ollowed by heating the solution at 40 ◦C until the vanishing the
ink colour. The oxidation efficiency was verified through 5 days
y preparing fresh 10 �g l−1 As(III) solution in each day and car-
ying out its oxidation. Satisfactory results [50.96 ± 2.18 �g l−1

or As(III) solutions previously oxidized] were obtained. Addi-
ionally, the oxidation efficiency ranged from 75 to 85%.

Blank solutions were also prepared in parallel, which indi-
ated no contamination problem.

.2. Analytical performance and analysis of water samples
The proposed BDES was remarkable stable. After 8 h work-
ng period, the slope of the calibration curve underwent only
light variations (lower than 8%). Linear range was obtained
p to 50 �g l−1 As(V) (r = 0.9975; n = 4) and the detection and

4

A

old mine water 3 9.38 ± 0.13 5.30 ± 0.10 4.08 ± 0.15
iver 8.47 ± 0.22 <0.35 8.47 ± 0.20
ountain 7.52 ± 0.15 4.65 ± 0.22 2.87 ± 0.10

uantification limits were 0.35 and 1.18 �g l−1, respectively,
ccording to IUPAC recommendations [16]. The precision was
stimated as 7% R.S.D. for five independent measurements
ade on the same day and as 5% R.S.D. for five independent

nalyses.
The developed procedure was applied to the determination

f As in eight mineral drinking water samples (see Table 3)
nd five natural water samples from Ouro Preto city (Table 4).
wo mineral water samples (with gas) were sonicated during
0 min in order to eliminate the gas bubbles. The conductivity
as controlled (<200 �S cm−1) and a current of 2.3 mA was
btained during the voltage application.

An amount of 10 �g l−1 As was added to each mineral drink-
ng water sample and the recovery obtained ranged from 91
o 110% with R.S.D.s between 3 and 7 % for three indepen-
ent measurements of each sample (Table 3). An average pre-
oncentration factor of 3.5 was found for these samples.

Table 4 illustrates the results obtained for As speciation.
s(III) was undetectable in sample 4. In other samples the
s(III) concentration ranged from 4.65 to 6.37 �g l−1. Accord-

ng to Hall et al., the highest As(III) concentration than As(V)
s due to the action of bacteria present in water samples, which

ake favourable the reduction of As species [17].
. Conclusions

It has been evidenced that BDES offers an alternative for
s preconcentration and speciation, in water samples. With
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ome modifications in the BDES-FI system, it was possible to
etermine As at �g l−1 concentration, expanding the BDES-FI
pplication to those samples presenting low As concentration.

The proposed system was remarkable stable and can be appli-
able in the majority of the analytical laboratories because its
omponents are easily available. In addition, the BDES-FI can
pen the possibility for on-line hyphenations by using different
etectors.
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Comparison of different sorbents for multiresidue solid-phase extraction
of 16 pesticides from groundwater coupled with high-performance

liquid chromatography
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bstract

A procedure based on solid-phase extraction (SPE) followed by high-performance liquid chromatography (HPLC) with diode array detection has
een developed for the simultaneous analysis of 16 widely used pesticides in groundwater samples. The compounds analysed were: aldicarb, atrazine,
esethylatrazine, desysopropylatrazine, carbofuran, 2,4-D, dicloran, fenitrothion, iprodione, linuron, metalaxyl, metazachlor, phenmedipham,
rocymidone, simazine and vinclozolin. Five different SPE sorbents, C18 bonded silica (Isolute SPE C18 (EC)), graphitised carbon black (Superclean
nvi-Carb), highly cross-linked polystyrene–divinylbenzene (Lichrolut EN), divinylbenzene-N-vinylpyrrolidone (Oasis HLB) and surface modified
tyrene–divinylbenzene (Strata X), were compared. HPLC separation and quantification of the selected pesticides was carried out under isocratic

onditions by means of a new reversed-phase column (Gemini from Phenomenex) based on C18 bonded to organic–silica particles. Oasis HLB and
trata X provided the best results in the preconcentration of 1-l samples, yielding average recoveries higher than 70%, except for phenmedipham

hat rapidly degrades in groundwater. Detection limits of the target pesticides provided by the proposed SPE-HPLC procedure were between 0.003
nd 0.04 �g l−1.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Pesticide is a generic term that identifies a wide spec-
rum of synthetic compounds with biocide activity worldwide
sed to contrast weeds, fungi and insects with the scope of
ncreasing productivity in agriculture. As the result of mas-
ive global consumption [1], pesticides and their degrada-
ion products can contaminate surface and groundwater with
otential risks for wildlife and human health connected with
roven or suspect toxicity of many of these compounds [2,3].
roundwater, being the main source of drinking water in
ost of the European countries and in the USA, is sub-

ected to restrictive legislation aimed at control of chemi-

al pollutants [1]. As concerns pesticides, a European Com-
unity Directive fixes permitted levels in drinking water to

.1 �g l−1 for individual compounds and some of their degra-

∗ Corresponding author. Tel.: +39 0862433777; fax: +39 0862433753.
E-mail address: darchivi@univaq.it (A.A. D’Archivio).
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water

ation products, and 0.5 �g l−1 for the sum of all compounds
4].

Gas chromatography and high-performance liquid chro-
atography (HPLC) coupled with various detection systems

5–10] are the most powerful tools for the analysis of pesticides
n water. However, in order to reach the low concentration lev-
ls permitted in potable water, a preliminary concentration step
s required before chromatographic analysis [1,11,12]. Solid-
hase extraction (SPE) is nowadays the most appropriate method
or enrichment of pesticides in aqueous matrices. As compared
ith conventional liquid–liquid extraction, SPE exhibits lower

ost, reduced processing time and solvent consumption [1,12].
8 or C18 bonded silica, graphitised carbon, ionic exchange

esins or polymeric materials [13], commercially available in
artridge and disk systems, are the most extensively used SPE
orbents for preconcentration and clean-up of water samples

1,10–12,14–19]. Extraction is a critical step of multiresidue
nalysis of water micropollutants. Ideally, this procedure should
nsure large concentration factors for all target analytes. How-
ver, because of selective interaction mechanism of most of the
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vailable SPE sorbents, this is a difficult task in the circumstance
hat the analytes exhibit different physico-chemical properties
polarity, acidity, solubility).

In the present study, we developed a SPE-HPLC procedure
or the simultaneous analysis of 16 widely used pesticides,
amely: aldicarb, atrazine, desethylatrazine, desysopropyla-
razine, carbofuran, 2,4-D, dicloran, fenitrothion, iprodione,
inuron, metalaxyl, metazachlor, phenmedipham, procymidone,
imazine and vinclozolin. Apart from interest related to large use
f these compounds in modern agriculture, many deserve atten-
ion because of their toxicological potential, such as aldicarb
nd carbofuran, classified as extremely and highly hazardous,
espectively [2], or linuron, atrazine and vinclozolin, suspected
o be endocrine disruptors [3].

To achieve the most efficient preconcentration of the 16
esticides we investigated the retention ability of five com-
ercially available SPE cartridges based on different kinds of

orbents. Four sorbents, such as octadecyl-bonded silica (Isolute
PE C18 (EC)), graphitised carbon black (Envi-Carb), highly
ross-linked polystyrene–divinylbenzene (LiChrolut EN) and
ivinylbenzene-N-vinylpyrrolidone copolymers (Oasis HLB),
re quite popular. In addition to these, we tested a SPE car-
ridge based on surface modified styrene-divinylbenzene poly-

er (Strata X) suitable for the simultaneous extraction of ana-
ytes with different physico-chemical properties [20,21].

The identification and quantification of the investigated pes-
icides was carried out by means of HPLC coupled with diode
rray detection (DAD) at isocratic conditions. We used a new
eversed-phase column (Gemini from Phenomenex) featured
y C18 chains bonded to silica particles covered by a layer of
ilica–organic material, which applications, as far as we know,
ave not been published yet.

. Experimental

.1. Chemicals and solvents

Pesticide standards were obtained from Labor Dr.
hrenstorfer-Schäfers (Augsburg, Germany) and were used
ithout further purification. Stock solutions (1.00 g l−1) were
repared by dissolving accurately weighed 10 mg of each pes-
icide in 10 ml of acetonitrile. Standard working solutions
100 mg l−1) of each compound were prepared by appropriate
ilution of respective stock solutions with acetonitrile and were
tored at 4 ◦C.

HPLC-grade acetonitrile, dichloromethane and methanol
ere purchased from Carlo Erba Reagenti (Milano, Italy). Dis-

illed water obtained from a Milli-Q water filtration/purification
ystem (Millipore, Bedford, MA, USA), acidified with H3PO4
Carlo Erba Reagenti), was used for the preparation of the mobile
hase.

.2. Materials for SPE
The following cartridges were used: LiChrolut EN, 3 ml,
00 mg (Merck, Darmstadt, Germany); Supelclean ENVI–Carb,
ml, 250 mg (Supelco, Bellafonte, PA, USA); Oasis HLB,

v
i
a
e

nta 71 (2007) 25–30

ml, 200 mg (Waters, Mildford, MA, USA); Strata X, 6 ml,
00 mg (Phenomenex, Torrance, CA, USA) and Isolute SPE C18
EC), 3 ml, 200 mg (International Sorbent Technology Ltd., Mid
lamorgan, UK).

.3. Sampling and sample preparation

Groundwater samples were taken from a well in the
gricultural–industrial settlement of Fucino plain, (L’Aquila,
taly) and stored at 4 ◦C. In order to evaluate the recovery of
xtraction, 1 l of sample was spiked with the 16 pesticides, by
ddition of suitable aliquots of the respective working standard
olutions, to finally give 0.1, 0.2 or 0.5 �g l−1 of each com-
ound. Prior to extraction, the spiked water samples were filtered
y filter paper Whatman 5, diameter 5 cm, pore size 0.45 �m
Whatman International Ltd., Maidstone, England) to remove
he particulate matter.

.4. HPLC equipment

Separation was performed using an HPLC apparatus con-
isting of a 4.0 mm × 3.0 mm precolumn SecurityGuard C18
Phenomenex), a 250 mm × 4.6 mm column Gemini C18 (Phe-
omenex) with 5 �m particle size, a 515 pump and a 996 Pho-
odiode Array Detector (Waters). The system was controlled by
Millennium software (Waters).

.5. Chromatographic analysis

The HPLC analyses were carried out at room temperature,
onstant flow-rate (1 ml min−1) and isocratic conditions using
mixture (50:50, v/v) of acetonitrile and water acidified with
3PO4 (0.1%) as mobile phase. UV spectra of the analytes were

ecorded from 210 to 400 nm. The working wavelength for quan-
itative analysis of each analyte (Table 1) was selected to have
he maximum absorbance and best peak resolution. Calibration
urves of all analytes were obtained from triplicate experi-
ents using five standard samples in the concentration range

.1–1.0 mg l−1 obtained by appropriate dilution of working stan-
ard solutions with acetonitrile. The relevant chromatographic
arameters were obtained by averaging the results of two chro-
atographic runs

.6. SPE procedure

The SPE sorbents were conditioned by washing with 10 ml of
ichloromethane, followed by 10 ml of acetonitrile and finally
0 ml of Milli-Q water. The solvents were forced through
he cartridge by means of a positive pressure at a rate of
ml/min. The water sample (1 l), immediately after spiking,
as passed through the cartridge approximately at a flow-rate
f 10 ml min−1 by applying a moderate vacuum. After that, the
artridges were washed with a water–methanol mixture (95:5,

/v) and successively dried for approximately 10 min by flux-
ng air. The retained analytes were eluted by 5 ml of acetonitrile
nd 5 ml of methanol. The elutes were collected as one and
vaporated to dryness at room temperature in a Supelco dry-
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Table 1
Analytical data for the HPLC method

Pesticide tR (min) � (nm) r2 LOD (mg l−1) LOQ (mg l−1)

Desysopropylatrazine 3.4 220 0.9999 0.005 0.015
Desethylatrazine 4.0 220 0.9999 0.005 0.015
Aldicarb 5.2 245 0.9998 0.05 0.2
Simazine 5.8 220 0.9999 0.005 0.015
Carbofuran 6.8 275 0.9986 0.035 0.13
Metalaxyl 7.3 220 0.9995 0.035 0.12
Atrazine 7.9 220 0.9989 0.005 0.015
2,4-D 8.6 220 0.9984 0.04 0.14
Metazachlor 9.7 220 0.9940 0.03 0.1
Dicloran 12.4 360 0.9997 0.015 0.05
Phenmedipham 12.8 238 0.9951 0.015 0.05
Linuron 14.1 248 0.9993 0.01 0.05
Iprodione 20.6 220 0.9994 0.02 0.075
Procymidone 22.6 220 0.9999 0.03 0.1
Fenitrothion 24.4 270 0.9954 0.075 0.25
Vinclozolin 29.4 220 0.9929 0.05 0.14
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A SPE procedure to be applied prior to the chromato-
graphic analysis, allowing pesticide quantification at 0.1 �g l−1

level, as demanded by the European legislation for potable

Fig. 1. Chromatograms of 0.2 mg l−1 standard solution of pesticides extracted
pproximate retention time (tR), wavelength for quantification (�), correlation
LOQ) of the target pesticides.

ng attachment working under vacuum in nitrogen atmosphere
procedure A). As an alternative, the elute was transferred into
15 ml pear-shaped evaporating flask and evaporated by means
f a rotavapor Büchi RE 111 at 40 ◦C under a moderate vac-
um (procedure B). The dry residue was finally dissolved in
00 �l of a water–acetonitrile mixture with the same composi-
ion of the HPLC mobile phase (50:50, v/v). Twenty microliters
liquots were injected into chromatograph for evaluation of the
xtraction recovery.

. Results and discussion

.1. HPLC analysis

The chromatographic separation of the 16 pesticides was car-
ied out by using a new reversed-phase column based on C18
hains covalently bonded to silica particles with the external
urface covered by a silica–organic layer. The mobile phase
omposition was optimised to achieve the best separation under
socratic conditions. The isocratic method, that does not require
olumn re-equilibration after each chromatographic run, was
dopted to limit the overall analysis time in the circumstance
hat a great number of samples needs to be consecutively inves-
igated. Optimisation of an extraction protocol as that presented
n this paper is a typical case. Using water–acetonitrile (50:50,
/v) as eluent, a chromatogram consisting of separated and sym-
etric peaks was obtained in about 30 min. Fig. 1 shows the
PLC-DAD chromatograms of a 0.2 mg l−1 standard solution
f the 16 pesticides extracted at 220, 238 and 360 nm. Reten-
ion time and wavelength for quantification of the analytes are
ollected in Table 1. Identification of the pesticides was based
n both retention time and their UV spectra. Quantification was

arried out on the maximum absorbance (220 nm for many pes-
icides) unless peaks overlapped. In this circumstance the wave-
ength was selected on the basis of differences of UV spectra
f the unresolved analytes. As an example, dicloran and phen-

a
d
a
l
z

cient (r2) of calibration curve, detection limit (LOD) and quantification limit

ediphan, that exhibit almost identical retention times, were
uantified at 360 and 238 nm, respectively, i.e. in conditions of
elective adsorption for each compound (see Fig. 1).

Good linearity of the response of the chromatographic
ethod was found in the concentration range investigated

0.1–1 mg l−1), with regression coefficients ranging between
.9929 and 0.9999 (Table 1). The detection limits (LODs) and
he quantification limits (LOQs) of the HPLC method, estimated
n the basis of a signal-to-noise ratio of 3 and 10, respectively,
re collected in Table 1. LOD and LOQ ranges from 50 to
and 200 to 15 �g l−1, respectively, except for fenithrotion

hat exhibits slightly larger LOD and LOQ values (75 and
50 �g l−1, respectively), as a consequence of its relatively
eak absorbance.

.2. Recovery studies
t 220 nm (a), 238 nm (b) and 360 nm (c). Peaks: (1) desysopropylatrazine, (2)
esethylatrazine, (3) aldicarb, (4) simazine, (5) carbofuran, (6) metalaxyl, (7)
trazine, (8) 2,4-D, (9) metazachlor, (10) dicloran, (11) phenmedipham, (12)
inuron, (13) iprodione, (14) procymidone, (15) fenitrothion, and (16) vinclo-
olin.
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ater, was here developed. In this context, we investi-
ated the capacity to retain the pesticides of five commer-
ially available SPE sorbents. In addition to quite popu-
ar sorbents, such as C18 bonded silica (Isolute SPE C18
EC)), graphitised carbon black (Superclean Envi-Carb), highly
ross-linked polystyrene–divinylbenzene (Lichrolut EN) and
ivinylbenzene-N-vinylpyrrolidone copolymers (Oasis HLB),
e evaluated the retention ability of Strata X, based on surface
odified styrene–divinylbenzene polymer. One liter of ground-
ater spiked with the 16 pesticides at a concentration of 0.2
r 0.5 �g l−1 was subjected to SPE to compare the extraction
bility of the five cartridges. Oasis HLB and Strata X, that on
he basis of recovery results at these concentrations (see below)
xhibited the best efficiency, were also assayed at the concentra-
ion of 0.1 �g l−1. Acetonitrile and methanol were used to elute
he analytes from the cartridges. The influence of the solvent
olume on the recovery was carefully evaluated. Finally, 5 ml of
ach solvent was used, which ensured the complete desorption
f the analytes from the sorbents in the investigated range of
esticide concentration.

The average extraction recoveries (R%) together with rel-
tive standard deviations (R.S.D.), obtained from experiments
arried out in triplicate, are collected in Table 2. Apparently, the
verall performance of the selected cartridges is not apprecia-
ly influenced by pesticide concentration, except when Oasis
LB is used. In this case, R% of many pesticides significantly
ecreases as concentration increases from 0.2 to 0.5 �g l−1, sug-
esting that breaktrough may take place for concentrations of all
esticides greater than 0.2 �g l−1. This condition, however, is
nlikely to occur in real groundwater samples. The behaviour of

henmedipham needs to be discussed. We observed that this pes-
icide, although relatively stable in organic solvents and HPLC-
rade water, degrades rapidly in groundwater, as also previously
eported by other authors [22]. As a consequence, phenmediphan

t
w
u
r

able 2
omparison of retention ability of the five selected sorbents

orbent
spiked level (�g l−1))

Isolute SPE C18 Superclean Envi-Carb

0.2 0.5 0.2 0.5

esticide
Desysopropylatrazine 12(6) 15(4) 77(5) 69(2)
Desethylatrazine 21(7) 29(6) 75(2) 73(3)
Aldicarb 0 0 34(10) 27(6)
Simazine 78(1) 85(4) 61(6) 62(2)
Carbofuran 62(2) 68(5) 79(2) 68(2)
Metalaxyl 71(3) 88(2) 98(2) 94(2)
Atrazine 85(1) 95(1) 81(2) 80(2)
2,4-D 0 0 0 0
Metazachlor 93(3) 95(2) 80(2) 72(3)
Dicloran 43(3) 47(8) 0 0
Phenmedipham 66(4) 47(4) 0 0
Linuron 90(3) 94(4) 21(3) 21(7)
Iprodione 85(2) 72(2) 6(3) 9(2)
Procymidone 76(3) 78(3) 65(4) 73(3)
Fenitrothion 35(5) 54(2) 33(7) 40(4)
Vinclozolin 26(1) 34(5) 36(3) 40(2)

verage recovery values and, in parentheses, relative standard deviations (n = 3) ob
oncentrations. Evaporation procedure A was followed.
nta 71 (2007) 25–30

annot be completely recovered. Moreover, the observed R% of
his analyte can be significantly influenced by the experimental
onditions, particularly by the time taken for sample precon-
entration. Thus, the experiments carried out in different days
for instance, the recovery studies at different spiked levels),
n which the above variables are not exactly controlled, do not
rovide homogeneous results.

The cartridges Isolute SPE C18 and Superclean Envicarb are
ot able to retain some of the pesticides (aldicarb and 2,4-D in
he former case, 2,4-D, dicloran and phenmedipham in the lat-
er). On the other hand, Lichrolut EN, Oasis HLB and Strata

retain all pesticides with variable recoveries. Comparison of
he behaviour of these three cartridges reveals that Oasis HLB
nd Strata X provide an overall comparable efficiency, signifi-
antly better than that of Lichrolut EN. This is demonstrated by
markedly better ability to retain carbofuran and 2,4-D and a
oderately higher recovery of iprodione, whereas all other pes-

icides are recovered with similar yields by the three sorbents.

.3. Optimisation of the SPE procedure

It must be noted that some pesticides are poorly or partially
ecovered regardless of the employed sorbent. These are diclo-
an, fenithrothion and viclozolin, which recoveries do not exceed
0–70%, and aldicarb, for which R% is lower than 47%. Pre-
ious studies [8] showed that aldicarb, as well as some other
olatile pesticides, can be lost in the evaporation step. In order
o evaluate the effect of possible evaporation of the analytes on
he observed recoveries, we performed a test of volatility, as
uggested in reference [8]. To this purpose, the desorption solu-

ion (5 ml of acetonitrile and 5 ml of methanol), after spiking
ith the 16 pesticides (0.2 �g l−1), was subjected to evaporation
nder the same conditions used in the recovery studies (evapo-
ation procedure A). Indeed, the following HPLC analysis of the

Lichrolut EN Oasis HLB Strata X

0.2 0.5 0.1 0.2 0.5 0.1 0.2 0.5

82(4) 85(1) 99(2) 94(5) 68(6) 80(5) 89(4) 85(5)
84(2) 92(2) 100(2) 97(5) 85(4) 100(1) 86(4) 95(6)
20(24) 26(14) 40(6) 28(10) 31(6) 47(3) 43(11) 45(6)
97(2) 87(3) 86(1) 79(6) 61(2) 75(5) 80(1) 81(5)
21(3) 22(10) 84(3) 79(3) 71(1) 86(3) 90(4) 81(2)

103(3) 103(2) 98(2) 90(2) 85(5) 100(3) 91(3) 89(2)
98(2) 94(1) 89(4) 90(6) 72(3) 82(2) 83(3) 86(4)
29(6) 29(2) 100(1) 103(3) 99(1) 98(1) 105(5) 99(3)

104(1) 87(1) 103(1) 87(4) 88(3) 95(4) 88(2) 91(1)
68(8) 62(1) 63(1) 65(3) 43(6) 48(1) 50(5) 60(3)
20(4) 20(6) 77(5) 71(5) 48(7) 40(8) 61(5) 35(1)
94(2) 84(4) 89(5) 84(3) 65(3) 78(6) 87(2) 85(4)
53(6) 50(1) 78(3) 77(3) 60(4) 78(7) 74(2) 66(9)
83(1) 79(3) 84(3) 85(3) 63(3) 61(1) 77(1) 70(3)
61(5) 58(4) 62(4) 59(3) 54(7) 49(2) 50(2) 57(5)
56(2) 48(4) 43(7) 59(9) 51(6) 52(3) 42(9) 33(1)

tained preconcentrating 1 l of groundwater reinforced with different pesticide
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Table 3
Analytical data for the best SPE-HPLC procedure

Pesticide R% LOD
(�g l−1)

LOQ
(�g l−1)

Oasis HLB Strata X

Desysopropylatrazine 90(5) 82(2) 0.003 0.009
Desethylatrazine 90(1) 92(3) 0.003 0.009
Aldicarb 74(6) 71(4) 0.035 0.14
Simazine 86(4) 85(5) 0.003 0.009
Carbofuran 99(1) 97(5) 0.02 0.06
Metalaxyl 111(8) 100(4) 0.02 0.06
Atrazine 95(7) 90(4) 0.003 0.009
2,4-D 101(5) 113(4) 0.02 0.07
Metazachlor 85(3) 90(4) 0.02 0.06
Dicloran 86(6) 84(5) 0.01 0.03
Phenmedipham 54(10) 66(2) 0.014 0.05
Linuron 86(5) 93(2) 0.01 0.05
Iprodione 72(5) 71(3) 0.014 0.05
Procymidone 79(1) 74(6) 0.02 0.07
Fenitrothion 86(5) 97(1) 0.04 0.15
Vinclozolin 71(7) 88(10) 0.035 0.1

Average recovery values and, in parentheses, relative standard deviations (n = 3)
obtained preconcentrating 1 l of groundwater spiked with 0.2 �g l−1 of pesticides
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Fig. 2. HPLC chromatogram (λ= 220 nm) obtained by analysing 1-l sample of
groundwater spiked with 0.1 �g l−1 of each pesticide (a) and not spiked (b) after
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y means of Oasis HLB and Strata X cartridges, following procedure B for
lute evaporation. LOD and LOQ values for the SPE-HPLC procedure (the two
orbents provide comparable values).

esidue revealed incomplete recoveries for aldicarb (42 ± 15%),
icloran (52 ± 6%), fenithrothion (57 ± 4%) and vinclozolin
45 ± 4%). A moderate loss in the evaporation step was also
ound for carbofuran, linuron and procymidone (observed recov-
ries between 82 and 86%), whereas all other pesticides were
lmost completely recovered (90–107%). On the basis of this
vidence, a different procedure for the evaporation of the des-
rption solution was adopted with the aim of minimising the
oss of the analytes. Table 3 shows the recoveries obtained with
asis HLB and Strata X, i.e. the sorbents providing the best

esults in the previous recovery study, for a spiked concentration
f 0.2 �g l−1, when the evaporation was carried out by means of
rotavapor (procedure B, described in Section 2). Comparison
f these data with those obtained when the evaporation protocol

was followed (given in Table 2) reveals that, while R% of
on-volatile pesticides are substantially confirmed, recoveries
o remarkably improve in the case of aldicarb, dicloran, feni-
rothion and vinclozolin, i.e. the most volatile analytes. However,
ntra-day repeatability of recovery seems to be independent of
he evaporation procedure: R.S.D. values typically fall within
–7% for both applied procedures.

.4. Analytical data for the best SPE-HPLC procedure

Inspection of Table 3 confirms the quite similar behaviour of
trata X and Oasis HLB. By applying the evaporation procedure
, all pesticides are recovered with remarkably good yields, R%
eing greater than 70%, except in the case of phenmedipham.
ig. 2 shows the HPLC chromatogram of a real groundwater

ample reinforced with 0.1 �g l−1 of each pesticide after extrac-
ion on Oasis HLB compared with the chromatogram of a not
piked sample. At the detection wavelength of 220 nm, used
or the majority of the analytes, the matrix effects are mostly

h
u
g
i

PE on Oasis HLB and following evaporation procedure B. Peak numbers as in
ig. 1.

ignificant and result in a large peak at the beginning of the
hromatogram. However, the analytes co-eluting with the unre-
olved matrix components still exhibit well distinct peaks. As
o aldicarb, even if detectable (peak 3), as a consequence of low
bsorbance, it appears as a very low peak partially masked by the
nitial band. On the other side, the matrix interference seems to
e negligible in the case of analytes with longer retention times,
or which, however, sensitivity is reduced as a consequence of
eak enlargement. LOD and LOQ of the SPE-HPLC procedure
the values are comparable when Oasis HLB and Strata X are
sed for extraction) are given in Table 3. For the majority of the
nvestigated pesticides, LOD are between 0.003 and 0.02 �g l−1

nd LOQ between 0.01 and 0.07 �g l−1, i.e. significantly below
he permitted concentration levels. As outlined above, some
esticides, owing to low absorption (aldicarb), significant peak
roadening (vinclozolin), or both effects (fenithrothion), exhibit
lightly larger values (LOD between 0.035 and 0.04 and LOQ
etween 0.1 and 0.15 �g l−1). Thus, quantification of these
nalytes at a concentration level significantly lower than that
emanded by European legislation requires a more sensitive and
elective detection system, such as mass spectrometry, possibly
ombined with a gradient elution method able to avoid peak
nlargement for the most retained pesticides.

The actual ability of the sorbents to retain phenmedipham
ould be evaluated taking into account its degradation kinet-
cs. Phenmedipham concentration was observed to decrease in
roundwater according to a first-order kinetics with half-life
ime of about 120 min. Maximum recovery can be identified
ith the ratio of the average residual concentration and the

piked concentration, the average being calculated over the time
aken for the extraction (variable between approximately 90 and
50 min). Under these conditions, the maximum recovery is
xpected to fall between 67 and 78%, which compared with
he observed recoveries, demonstrates a good ability of Strata X
nd Oasis HLB to retain also phenmedipham. It must be stressed,

owever, that, as a consequence of fast rate of degradation, it is
nlikely to found detectable traces of phenmedipham in real
roundwater samples. Degradation products should be rather
dentified and quantified.



3 / Tala

4

1
a
u
p
o
a
s
H
B
c
l
(
c
l
s
o
(
l
r
I
t

R

[
[
[
[
[

[
[

[

[
[

0 A.A. D’Archivio et al.

. Conclusions

This work describes a simple method for the quantification of
6 pesticides in groundwater at low 0.1 �g l−1 level. HPLC sep-
ration and quantification was carried out at isocratic conditions
sing a stationary phase based on C18 bonded to silica–organic
articles. Five commercially available sorbents were assayed in
rder to optimise the simultaneous extraction of the selected
nalytes. The best recoveries were provided by two polymeric
orbents based on divinylbenzene-N-vinylpyrrolidone (Oasis
LB) and surface modified styrene-divinylbenzene (Strata X).
y concentrating 1 l of groundwater, detection and quantifi-
ation limits significantly below the permitted concentration
evels were reached for most of the pesticides. Some pesticides
aldicarb, fenithrothion and vinclozolin) can be detected at con-
entration levels lower than 0.1 �g l−1, but their quantification
imits approach the permitted concentration levels. Recovery
tudies showed that the evaporation of the elute is a critical step
f the extraction procedure, because some volatile pesticides
aldicarb, dicloran, fenitrothion and vinclozolin) can be partially
ost during evaporation. Phenmedipham cannot be detected in
eal groundwater samples as a consequence of fast degradation.
t would be rather useful to quantify the degradation products of
his pesticide.
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bstract

A flow injection on-line sorption system was developed for the separation and preconcentration of traces of Ag, Cd, Co, Ni, Pb, U and Y from
atural water samples with subsequent detection by ICP TOF MS. Simultaneous preconcentration of the analytes was achieved by complexation
ith the chelating reagent 1-phenyl-3-methyl-4-benzoylpyrazol-5-one immobilized on the inner walls of a (200 cm × 0.5 mm) PTFE knotted

eactor. The analytes were eluted and transported to an axial ICP TOF MS system with 1% (v/v) HNO3 containing 0.3 �g l−1 of Rh as an internal
−1 −1
tandard using ultrasonic nebulization. The detection limits (3σ) varied from 0.3 ng l for Y to 15.2 ng l for Ni and the precision (R.S.D.) was

etter than 4%. Using a loading time of 90 s and a sample flow rate of 4.5 ml min−1, enhancement factors of 3–14 were obtained for the different
nalytes in comparison with their direct determination by ICP TOF MS with ultrasonic nebulization without preconcentration. The accuracy of the
ethod was demonstrated by analysis of water based certified reference materials.
2006 Elsevier B.V. All rights reserved.

ma tim

o
t
u
i
t
[
g
s
f
a
t

f
c

eywords: Trace elements; Preconcentration; Waters; Inductively coupled plas

. Introduction

The determination of trace elements in natural waters is of
ncreasing importance for routine monitoring of environmental
ollution and studies on the ecological and physiological role of
he essential and toxic elements. However, direct trace analysis
f environmental waters is frequently difficult because of very
ow analyte concentrations and high salt content.

Inductively coupled plasma mass spectrometry (ICP MS) is
ow a widely utilized instrumental technique, offering nearly
omplete elemental coverage over a broad concentration range,
eaching very low detection limits with a high sample throughput
nd low sample consumption. However, the direct determination
f trace elements in saline waters remains limited because of

he sensibility of ICP MS to matrix interferences such as signal
uppression by elements with low ionization potentials, poly-
tomic ion formation, space charge effects and salt deposition

∗ Corresponding author. Tel.: +359 2 9792571; fax: +359 2 8702450.
E-mail address: eliva@svr.igic.bas.bg (E. Ivanova).
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e of flight mass spectrometry

n the sampler and skimmer cones, resulting in reduced sensi-
ivity and compromising long-term stability. A pretreatment is
sually necessary for trace element analysis of natural waters
n order to remove the matrix while simultaneously preconcen-
rating the analytes. Off-line procedures such as coprecipitation
1], solvent extraction [2,3] and solid-phase extraction [4,5] are
enerally used but such procedures are time consuming, require
ignificant manual efforts, need large sample volumes and suf-
er risks of contamination and analyte loss. These drawbacks
re avoided by implementing the separation/preconcentration
echniques in flow injection analysis [3,6–9].

Fang et al. [10] first used a knotted reactor (KR) made
rom Microline tubing as a filterless collector of organic pre-
ipitates in on-line coprecipitation–dissolution with subsequent
ame atomic absorption spectrometric detection. Later, a KR
ade from PTFE tubing was shown to be capable of retain-

ng metal complexes with a number of chelating reagents,

.g., ammonium pyrrolidinedithiocarbamate (APDC) [6,11–13],
odium diethyldithiocarbamate [14], 5-bromo-2-pyridylazo-
-diethylaminophenol [15], diethylthiourea [16], 1-phenyl-3-
ethyl-4-benzoylpyrazol-5-one (PMBP) [17,18] on its inner
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Table 1
USN-ICP TOF MS instrumental settings and operating conditions

ICP source settings
Frequency (MHz) 40.68
Forward power (kW) 1.44
Plasma gas flow rate (l min−1) 14.5
Auxiliary gas flow rate (l min−1) 1.4
Carrier gas flow rate (l min−1) 0.75

Mass spectrometer, V
Flight tube −1490
Reflectron low 200
Reflectron high 1550
X steering −1480
Y steering −1650
Einzel lens 1 −910
Einzel lens 2 −1070
Ion lens 1 −772
Ion lens 2 −913
Detector −2400

Data acquisition parameters
Scanning mode Peak transient
Integration time (ms) 500
Detecting mode Counting, analog

Ultrasonic nebulizer parameters
Heater temperature (◦C) 140
Cooler temperature (◦C) 3

Membrane desolvator parameters

a
P
v
A
t
2
f
under investigation. Eluent loops of 100, 200, 250 and 300 �l
were made of PTFE tubing of 0.5 mm i.d. The connections and
conduits were made of PTFE tubing of 0.35 mm i.d. Ismaprene
pump tubes (Ismatec, Wertheim, Germany) were employed to

Table 2
Selected isotopes, their relative abundance and main potential interferences

Isotope Relative abundance (%) Interferent (relative abundance (%))a

59Co 100 40Ar18O1H+ (0.20), 40Ca18O1H+ (0.13)
58Ni 68.27 40Ar18O+ (0.20), 40Ca18O+ (0.84), 58Fe+

(0.28), 116Cd2+ (7.58)
60Ni 26.10 44Ca16O+ (2.08)
89Y 100 –
107Ag 51.84 67Zn40Ar+ (4.10)
109Ag 48.16 –
114Cd 28.73 114Sn+ (0.65), 98Mo16O+ (24.11)
B. Dimitrova-Koleva et a

alls through sorption under appropriate experimental condi-
ions. The conventional preconcentration scheme involves on-
ine merging of sample and reagent solutions and sorption of the
helate complexes obtained onto the inner walls of the KR. In a
ormer work [17], a preconcentration scheme based on the use of
KR pre-coated with the reagent was developed, which creates
ore favorable conditions for trace element preconcentration,

xpressed in higher sensitivity.
Since the introduction of commercially available ICP MS in

he early 1980s, most instruments incorporate quadrupole mass
lters, as these combine the necessary resolution with reason-
ble cost. Quadrupole ICP MS instruments are scanning-based
pectrometers and suffer from performance limitations espe-
ially when they are used to detect transient signals. Myers and
ieftje [19] described in 1993 an ICP MS instrument based
pon the time of flight (TOF) principle. In TOF MS all ions that
omprise a single mass spectrum are simultaneously extracted
rom the plasma at a rate of typically more than 20,000 full
pectra per second. As a result of this high spectral generation
ate, the main drawbacks of scanning MS, such as the compro-
ise between mass coverage and sensitivity/precision, do not

pply to the TOF MS. ICP TOF MS has been already used for
ulti-element detection of transient signals derived from sev-

ral hybrid techniques based on flow injection [12,16,20,21],
as chromatography [22,23], liquid chromatography [24] and
aser ablation [25,26].

In this work, a selective, sensitive and fast method for the
etermination of trace levels of Ag, Cd, Co, Ni, Pb, U and

in natural water samples is described. FI on-line sorption
eparation/preconcentration of the elements is performed in a
R pre-coated with the chelating reagent 1-phenyl-3-methyl-4-
enzoylpyrazol-5-one with subsequent ICP TOF MS detection.
he analytes are eluted and transported into the ICP TOF MS
ystem with 1% (v/v) HNO3, containing 0.3 �g l−1 Rh as an
nternal standard, using ultrasonic nebulization. The accuracy
f the method is demonstrated by analysis of certified reference
aterials of natural waters.

. Experimental

.1. Instrumentation

An axial ICP TOF MS instrument (Renaissance, LECO, St.
oseph, MI, USA) was used for the determination of Ag, Cd, Co,
i, Pb, U and Y. A CETAC (Omaha, NE, USA) ultrasonic nebu-

izer (USN), Model U-6000 AT+ with membrane desolvator was
sed as an interface between the FI system and the ICP TOF MS
pectrometer. The instrumental settings and operating conditions
f the USN-ICP TOF MS system are summarized in Table 1.
he selected isotopes, their relative abundance and the main
olyatomic interferences caused by the common components of
atural waters are given in Table 2. The net value of each moni-
ored m/z was obtained by subtracting the signal of m/z = 220, at

hich no isotope is measured, and which reflects the fluctuations

n the background signal level. Excel and Origin Professional
oftware were used for processing the data. Peak area measure-
ents of the transient signals were used for quantification.

1

2

2

Heater temperature (◦C) 160
Sweep gas flow rate (l min−1) 2.1

On-line separation and preconcentration was performed with
Perkin-Elmer Model FIAS-400 accessory equipped with a

erkin-Elmer 2 × 4 channel, 16-port double layer rotary injector
alve and controlled by a separate computer using Perkin-Elmer
A Winlab software. The scheme of the FI manifold used

hrough this work is presented in Fig. 1. A knotted reactor of
00 cm length made of PTFE tubing (0.5 mm i.d.) was used
or the collection of the complexes formed with the analytes
11Cd 12.80 95Mo16O+ (15.89)
08Pb 52.40 –
38U 99.27 –

a Data from Renaissance ICP TOF MS software.
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Fig. 1. FI on-line preconcentration manifold: P1 and P2, peristaltic pumps;
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, valve; KR, knotted reactor; EL, eluent loop; W, waste; USN, ultrasonic
ebulizer–membrane desolvator interface; DT, delivery tube: (a) KR coating/KR
ashing; (b) complexation; (c) elution.

ropel the sample, reagent, eluent, air and rinse solution. A 40 cm
TFE delivery tube was used to connect the FI system with the
SN interface.

.2. Reagents

All reagents used were of the highest available purity. Doubly
e-ionized water (18.2 M� cm) obtained from a Milli-Q water
ystem (Millipore, Bedford, MA, USA) was used throughout.
itric acid (65%), ammonia (25%) and acetic acid (96%) were
ll Suprapur from Merck (Darmstadt, Germany). The chelating
eagent PMBP was purchased from Fluka (Buchs, Switzerland).

0.05% (m/v) PMBP solution was daily prepared by dissolv-
ng a weighed portion of the reagent in a minimum amount of

fl
2
s
w

alanta 71 (2007) 44–50

queous ammonia, diluting with Milli-Q water and adjusting the
H of the solution to 9 with dilute nitric acid.

The mass calibration stock solution containing Li, Mg, Sc,
o, Y, In, Ce, Ba, Pb, Bi and U at 1000 mg l−1 was obtained

rom Z-TEK (Amsterdam, The Netherlands). A diluted mass
alibration solution (5 �g l−1 in 1% (v/v) HNO3) was used for
he daily optimization of the ICP TOF MS parameters. A multi-
lement stock solution containing 10 mg l−1 of Ag, Cd, Co, Ni,
b, U and Y in 1% (v/v) HNO3 was prepared from single stock
olutions of the elements (Z-TEK). The working standard solu-
ions were prepared daily by dilution of the multi-element stock
olution with 0.01 mol l−1 ammonium acetate buffer of pH 5.6.
he eluent was 1% (v/v) HNO3 containing 0.3 �g l−1 of Rh as
n internal standard.

Two certified reference materials, synthetic fresh water (SRM
643d) from the National Institute of Standards and Technol-
gy, USA (NIST) and river water (SLRS-4) from the National
esearch Council of Canada (NRCC), were analyzed. Sample
retreatment was restricted to dilution and pH adjustment by
uffer addition. A blank sample based on doubly de-ionized
ater was prepared in the same way.

.3. FI on-line separation and preconcentration procedure

The fully automated FI manifold is described in detail else-
here [12]. The operation sequence of the FI on-line KR pre-

oncentration procedure is given in Table 3. A pre-fill stage is
nly used when a new sample is introduced in order to flush
he sample line. During the first step – KR coating (Fig. 1a) –
he reagent is sorbed on the inner walls of the KR. In step 2
Fig. 1b), the sample solution is directed to the KR where the
nalyte complexes with the immobilized reagent are formed;
imultaneously, a 0.5% (v/v) NH4OH solution enters the ICP
S system to rinse the nebulizer and the sampling cone. The

hird step – KR washing – is shown in Fig. 1a. The wash-
ng solution is sucked through the KR to remove the residual

atrix and then is discharged to the waste. During the same
tep, the eluent loop is filled with the eluent. In the last step
Fig. 1c), the analyte complexes are eluted with 250 �l of 1%
v/v) HNO3, containing 0.3 �g l−1 of Rh and after nebuliza-
ion and solvent elimination in the USN, are introduced into the
CP MS.

.4. Optimization of the ICP TOF MS

The instrumental settings, summarized in Table 1, underwent
light everyday modifications. After the plasma ignition and
rior to the optimization, it was important to ensure that argon
nd oxygen species are deflected to avoid detector overload.

5 �g l−1 mass calibration solution was used for optimization
f the instrumental settings by maximizing the signal intensity
f 115In. The optimization started with adjustment of the torch
osition by changing the X and Y positions and the carrier gas

ow. The potentials on ion lenses 1 and 2, Einzel lenses 1 and
were also optimized. For optimal resolution, 208Pb and 209Bi

hould be observed as separate peaks. The reflectron settings
ere adjusted in a way to obtain symmetrical peaks with no tail-
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Table 3
Operating sequence of the FI on-line KR separation and preconcentration system coupled with ICP TOF MS

Step Function Pumped medium Pump active Valve position Flow rate (ml min−1) Time (s)

1 KR coating Reagent 2 Fill 4.5 30
2 n 1 Fill 4.5 90
3 2 Fill 3.4 60
4 2 Inject 1.0 70
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Complexation, rinsing of USN and cones Sample, rinse solutio
KR washing, EL filling Reagent, eluent
Elution Air

ng or fronting. Mass calibration was following all optimization
vents prior to data collection.

. Results and discussion

.1. Optimization of the FI on-line KR
reconcentration/separation

With a view to eliminating most of the interferences shown in
able 2 and obtaining reliable analytical results for the trace ele-
ent content in natural waters, a FI on-line KR separation and

reconcentration system was coupled to the ICP TOF MS. The
fficiency of the preconcentration/separation process is critically
ependent on numerous variables which need to be carefully
ptimized. In the present work the chemical (pH, reagent con-
entration, nature of the eluent) and flow injection (flow rate and
ime) variables were separately optimized for all steps of the pre-
oncentration process: KR coating, analyte complexation, KR
ashing and elution.
To find the optimum conditions for the simultaneous precon-

entration of Ag, Cd, Co, Ni, Pb, U and Y, the effect of pH on the
nalytical signal of a 0.2 �g l−1 multi-element standard solution
as studied. A preliminary investigation was carried out in the
H range 1–9, followed by a more precise optimization in the
H range 4–7 (Fig. 2). As can be seen, the signals of Ag, Cd,
o and Ni gradually increase in the examined pH range, while

hose of Pb, Y and U decrease at pH values above 5.8. As the
im of this work was the simultaneous preconcentration of Ag,
d, Co, Ni, Pb, U and Y, the complexation was performed at

compromise pH of 5.6, maintained by means of 0.01 mol l−1

mmonium acetate buffer. Under these conditions, the alkali and
lkaline earth metals do not form complexes with PMBP [18].

ig. 2. Effect of pH of the sample solution on the signal intensity of a 0.2 �g l−1

ulti-element standard.
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ig. 3. Effect of reagent concentration on the signal intensity of a 0.2 �g l−1

ulti-element standard.

The effect of the acidity of the reagent solution used for KR
oating on the signal of the analytes was studied over a wide
H range. For all analytes, the maximum intensities were regis-
ered with a reagent solution of pH 8.7–9.3. Consequently, the
helating reagent was kept at pH 9 for the rest of the work.

The effect of the reagent concentration was investigated
etween 0 and 0.2% (m/v). No elements were preconcentrated in
he KR without PMBP pre-coating. As Fig. 3 shows, there is no
ignificant increase in the analyte signals in the range 0.05–0.2%
m/v) PMBP. Owing to the relatively high blanks observed with
he higher reagent concentrations, 0.05% PMBP was used in
urther work.

An almost linear increase in the analyte signals upon increas-
ng the sample flow rate from 2.3 to 4.5 ml min−1 was observed.

similar effect was registered upon increasing the flow rate of
he reagent solution in the same range during KR coating. Con-
equently, 4.5 ml min−1 flow rates of the sample and reagent
olutions were adopted in further work.

The increase in the KR coating time from 30 to 90 s caused a
light increase only in the signals of U, Y and Pb while 30 s of
oating were sufficient for the other analytes. A longer coating
ime has two drawbacks: (i) it increases the total duration of the
I procedure and (ii) it leads to higher blank signals. Therefore,
0 s of coating time were further used. Fig. 4 shows the effect
f the sample loading time on the signal for 0.2 �g l−1 of each
nalyte. There is a linear increase in the signals of Pb, U and

as a function of the loading (complexation) time up to 90 s,
ut an insignificant change in the signals of Ag, Cd, Co and Ni
or loading times longer than 30 s. The behavior of Ag, Cd, Co
nd Ni could be explained with the assumption that the chelate

ctive sites of the immobilized PMBP are saturated after 30 s
f loading time. The prolonged sorption of Pb, U and Y up to
0 s could be attributed to the possibility of their bonding to the



48 B. Dimitrova-Koleva et al. / T

F
s

n
a
a

3

c
[
m
a
M
s
i
o
t
t
fl
U
b
a
v
F

F
m

t
w

3

w
m
M
t
o
f
t
p
p
0
r
w
e
e

3
p

s
C

C
t
T
p
p

t
o

ig. 4. Effect of loading time on the relative signal of a 0.2 �g l−1 multi-element
tandard.

itrogen atoms of the pyrazole ring of PMBP [27] which act as
dditional specific active sites. Ninety seconds were considered
s the optimum loading time.

.2. KR washing

The effect of KR washing on the efficiency of the overall pre-
oncentration process has been discussed in details elsewhere
28]. The removal of the non-complexed constituents of the
atrix and any weakly bound concomitant elements aims at

voiding clogging of the interface and the sampling cone of ICP
S and minimizing matrix interferences. With the present FI

cheme, it is only possible to use the reagent solution as a wash-
ng solution [12]. The flow rate and time of the washing step were
ptimized in the ranges 1.7–3.4 ml min−1 and 0–90 s, respec-
ively. The washing flow rate did not affect the analyte signals;
herefore, the washing step was performed with the maximum
ow rate of 3.4 ml min−1. As Fig. 5 shows, the signals of Pb,
and Y decrease with washing times above 20–30 s. This may
e related to the fact that during the washing step, the slightly
lkaline PMBP solution shifts the pH of the medium to a higher
alue, less favorable for the complexation of Pb, U and Y (cf.
ig. 2). Since washing for short time did not efficiently remove

ig. 5. Effect of the time of KR washing on the signal intensity of a 0.2 �g l−1

ulti-element standard.
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he matrix components in the real samples, 60 s duration of the
ashing step was chosen.

.3. Elution

For desorption of the analyte–PMBP complexes from the KR
alls and their transportation to the detection system, several
edia were investigated—HNO3, NH4OH, MeOH and acidified
eOH. The 1% HNO3 showed the best elution characteris-

ics. The eluent volume needed for the quantitative desorption
f the complexes was determined by varying the eluent loop
rom 100 to 300 �l. An eluent volume of 250 �l was found
o be sufficient for quantitative stripping of the analyte com-
lexes from the 200 cm KR and their transportation to the
lasma. The effect of elution flow rate was studied in the range
.8–2.2 ml min−1. Maximum sensitivity was registered at flow
ates 0.8–1.0 ml min−1. At higher elution flow rates lower peaks
ere observed. This could be attributed to both lower elution

fficiency and reduced nebulization efficiency. Therefore, the
lution flow rate was kept at 1.0 ml min−1.

.4. Analytical performance of the FI on-line KR
reconcentration/separation-ICP TOF MS system

The most important figures of merit of the FI on-line KR
orption/preconcentration-ICP TOF MS determination of Ag,
d, Co, Ni, Pb, U and Y are summarized in Table 4.

The calibration graphs were linear up to 0.5 �g l−1 for Ag,
d, Co and Ni and up to 0.2 �g l−1 for Pb, U and Y. This is cer-

ainly not as large a dynamic range as expected when using ICP
OF MS. The limitation is imposed by the capacity of the KR,
articularly when a large number of analytes are simultaneously
reconcentrated under FI conditions [18].

The enhancement factors were evaluated as the ratio between
he analyte signal intensity after preconcentration and that
btained by direct nebulization of 250 �l of an aqueous multi-
lement standard solution. Enhancement factors from 3 to 14
ere achieved at a loading time of 90 s and a sample loading

ate of 4.5 ml min−1. The low enhancement factors for Ag, Cd,
o and Ni may be attributed to the saturation of the chelate active

ites of PMBP within 30 s of loading time, as discussed above
Fig. 4).

The detection limits (DLs) of the analytes were calculated on
he basis of three times the standard deviation for nine replicate
eterminations of the blank. Irrespectively of the lower enhance-
ent factors for Ag, Cd, Ni and Pb in comparison with those

n a similar KR on-line preconcentration-ICP TOF MS system
sing APDC [12], lower DLs of these analytes were obtained
n the present work. As shown in Table 4, the precision of the

ethod is better than 4% R.S.D.
The accuracy of the determination of Ag, Cd, Co, Ni,

b, U and Y in natural waters after their FI on-line separa-
ion/preconcentration in a KR was checked by analysis of two

ater certified reference materials prepared as described in Sec-

ion 2 and analyzed under the conditions given in Tables 1 and 3.
s Table 5 shows, the results obtained by the developed proce-
ure agree well with the certified values or those reported in the
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Table 4
Performance of the FI on-line KR separation and preconcentration-ICP TOF MS system for the determination of trace elements under the optimized conditions

Analyte Enhancement factor (EF)a Detection limit (DL) (ng l−1)b Precision (R.S.D.) (%)c Correlation coefficient

Ag 3 0.6 2.1 0.9999
Cd 3 1.1 1.0 0.9999
Co 3 7.9 2.3 0.9997
Ni 3 15.2 2.9 0.9999
Pb 10 4.5 1.6 0.9996
U 10 0.4 3.7 0.9996
Y 14 0.3 2.5 0.9996

a Compared with the direct nebulization of 250 �l of an aqueous multi-element standard.
b Based on 3σ of nine replicate determinations of the blank.
c Calculated for nine replicate determinations of a 0.2 �g l−1 (Ag, Cd, Co and Ni) and 0.04 �g l−1 (Pb, U and Y) multi-element standard.

Table 5
Results (mean ± σ, n = 5) of the analysis of certified reference materials—NIST 1643d (synthetic fresh water) and SLRS-4 (river water)

Element NIST 1643d SLRS-4

Found (�g l−1) Certified (�g l−1) Found (�g l−1) Certified (�g l−1)

Ag 1.28 ± 0.05 1.270 ± 0.057 0.039 ± 0.007 0.035 ± 0.005b

1.23 ± 0.06a

Cd 6.56 ± 0.36 6.47 ± 0.37 0.011 ± 0.004 0.012 ± 0.002
7.15 ± 0.41a

Co 25.69 ± 1.26 25.00 ± 0.59 0.035 ± 0.009 0.033 ± 0.006
26.1 ± 1.3a

Ni 56.81 ± 2.84 58.1 ± 2.7 0.62 ± 0.12 0.67 ± 0.08
56.3 ± 3.2a

Pb 18.58 ± 0.58 18.15 ± 0.64 0.093 ± 0.016 0.086 ± 0.007
19.2 ± 1.1a

U 0.03 ± 0.01 0.032 ± 0.017c 0.049 ± 0.008 0.050 ± 0.003
Y 0.008 ± 0.002 0.0077 ± 0.002c 0.151 ± 0.011 0.146 ± 0.008b

l
b
d
a
l

A

a
0

R

[
[

[

[

[

[

[

[

[

a Data from Ref. [12].
b Data from Ref. [30].
c Data from Ref. [29].

iterature, which points to the lack of matrix interferences on
oth the FI separation/preconcentration and the ICP TOF MS
etection of the analyte elements. This is an evidence for the
ccuracy of the developed method for the determination of trace
evels of Ag, Cd, Co, Ni, Pb, U and Y in natural water samples.
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bstract

RNA or DNA aptamers have received much attention in recent literature as therapeutic agents and chromatographic matrices, however, their
se in analytical methodologies is relatively unexplored. We describe here investigations aiming to combine this promising technology with
ersatile liposomes in a competitive assay format. Thus, a phospholipid derivative of an unsymmetrical 1,3-disubstituted xanthine (1-carboxyethyl-
-methylxanthine-DPPE) was prepared for incorporation into the lipid bilayers of dye-encapsulating liposomes. Its synthesis and characterization
sing GC–MS, 1H NMR, and HPLC are described. Equilibrium filtration experiments using enzyme linked immunosorbent assays (ELISAs)
ere completed to assess the affinity for theophylline of an unmodified RNA aptamer and one that had been modified on the 3′ end with biotin. A
issociation constant (Kd) for theophylline with the unmodified RNA aptamer of 0.9 �M and biotinylated aptamer of 1.0 �M was determined which
howed that this modification did not affect the aptamer’s affinity using this technique. The observed Kd values correlated well to the previously
eported value of 0.6 �M. Experiments were also carried out in a competitive manner with the prepared 1-carboxypropyl-3-methylxanthine

ntermediate, and the final 1-carboxypropyl-3-methylxanthine-DPPE conjugate once it had been incorporated into the bilayers of liposomes. The

d value for 1-carboxypropyl-3-methylxanthine was approximately 2.7 �M. Finally, successful binding to theophylline-analog-tagged liposomes
n a competitive assay format was shown versus liposomes prepared without the tag.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Aptamers are single-stranded RNA or DNA oligonucleotides
hat can bind a variety of non-nucleic acid targets, ranging
rom ions such as Zn2+[1], small molecules such as ATP [2,3],
nd proteins such as thrombin [4]. To date, they have been
nvestigated for many purposes, including inhibitors for cer-
ain enzymes for therapeutic purposes, as biorecognition ele-

ents in biosensors, and as packing materials for affinity-
hromatography type applications [5–7]. They are produced

rom random oligonucleotide pools by the in vitro selection pro-
ess systematic evolution of ligands by exponential enrichment
SELEX), which has recently been reviewed elsewhere [8,9].

Abbreviations: BSTFA, bis(trimethylsilyl)trifluoroacetamide; DPPC,
ipalmitoyl phosphatidylcholine; DPPG, dipalmitoyl phosphatidylglycerol;
odium salt; TMB, 3,3′,5,5′-tetramethylbenzidine
∗ Corresponding author. Tel.: +1 607 255 5433; fax: +1 607 255 4080.

E-mail address: ajb23@cornell.edu (A.J. Baeumner).
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riefly, the SELEX process is accomplished by passing a ran-
om pool of oligonucleotides through a column packed with a
uitable material to which is conjugated the analyte of interest.
ligonucleotides which do not have affinity for the support are

emoved by washing, then the column is washed with a solu-
ion of the free analyte. Those sequences which elute with the
ree analyte are then reverse transcribed to form DNA, ampli-
ed exponentially using a reverse transcriptase polymerase chain
eaction (RT-PCR), then transcribed back into RNA resulting in
large pool of potentially binding aptamers. This pool is applied

o the column and the cycle is repeated. With successive cycles,
he final pool of oligonucleotides rinsed from the column is less
iverse and a higher proportion of binding aptamers is present
han the previous run. Further specificity is conferred through
ashing column-bound oligonucleotides with structural analogs

f the target molecule in a process known as ‘counter-SELEX’.

A common detection format in bioanalytical chemistry
s the competitive assay where analyte molecules compete
ith the analyte conjugated to a tag for a limited number
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f biorecognition element binding sites. The biorecognition
lement which captures the unlabeled or native analyte is
ypically composed of antibodies. DNA oligonucleotides which
elied on Watson–Crick pairing yielding hybridization to target
olecules have also been successfully used in this manner [10].
ptamers hold great promise as a biorecognition element in

ffinity-based biosensors substituting antibodies and receptors
or the specific recognition of target analytes. Since aptamers
ave the potential of rational design and can be generated using
chemical process rather than a complex biological system

uch as cell culture or whole animals, their use in bioanalytical
ystems has been of interest in recent years [11,12]. They can
onfer exquisite target specificity, give improved resistance to
enaturation and degradation versus antibodies, and provide
ecognition towards non-immunogenic or toxic compounds.
hese factors have contributed to their employment as biorecog-
ition elements in a variety of assay formats found in recent
iterature [13–16]. However, few studies have utilized aptamers
s biorecognition elements in competitive binding assays [17].
n such assays, after a separation step to remove unbound mate-
ials, the remaining tagged conjugate is used to generate a signal
ndirectly proportional to the concentration of analyte originally
n the sample. While enzymes are most commonly used for this
urpose [18–21], a variety of other tags have been used as well,
ncluding fluorophores [22,23], bioluminescent photoproteins
24], nanoparticles [25], and liposomes [26,27]. Some of these
ignaling means are considered in more detail in several recent
eview articles [28,29]. While enzymes can provide a low limit
f detection, one advantage to non-enzymatic tags is the reduc-
ion in time required for signal generation. As an alternative,
iposomes can encapsulate hundreds of thousands of small
ignaling molecules and also can provide instantaneous signal
eneration [30,31]. As such, they have been employed in a vari-
ty of assay formats, as summarized in several review articles
32–34].

We describe here investigations towards combining an
NA aptamer as a biorecognition element with small-
olecule-tagged liposomes in a competitive assay format. A

heophylline–RNA aptamer was chosen as a model biorecogni-
ion element since it had been previously reported and well char-
cterized [35–37]. It was developed against the 1-carboxypropyl
nalog of theophylline and immobilized onto a solid support
hrough an amide linkage [37]. By conjugation through the
-position of theophylline, the structural features that distin-
uished theophylline from other common xanthine derivatives
emained available for interaction with the aptamer. As a conse-
uence of the analog chosen and SELEX process modifications,
he resulting aptamer showed exceptional specificity towards
heophylline over other xanthine derivatives [37]. Theophylline
s of clinical importance as a bronchodilator, but has a narrow
herapeutic index. Thus, methods to monitor its concentration
re necessary to ensure a therapeutic effect and to avoid toxic
ide effects.
In this work, the synthesis of a 3-methylxanthine-lipid conju-
ate and its incorporation into the bilayer of dye-encapsulating
iposomes is described (see Fig. 1). The affinity of both an
nmodified and 3′-biotinylated RNA aptamer for theophylline

r
1
r
fi

ig. 1. (A) Theophylline. (B) Representation of 1-carboxypropyl-3-methyl-
anthine-tagged liposome (not to scale).

as assessed by the equilibrium filtration method. The affin-
ty of the unmodified aptamer for the 1-carboxypropyl-3-
ethylxanthine intermediate was investigated in a competi-

ive format. Lastly, the 1-carboxyethyl-3-methylxanthine lipid
onjugate-tagged liposomes were then compared to untagged
iposomes for their ability to compete for unmodified aptamer.

. Materials and methods

Reagent grade chemicals were purchased from Sigma
hemical Company and were used as received. All reactions
ere carried out under nitrogen. The lipids, dipalmitoylphos-
hatidylethanolamine (DPPE), dipalmitoylphosphatidylcholine
DPPC) and dipalmitoylphosphatidylglycerol (DPPG) and the
xtrusion membranes were purchased from Avanti Polar Lipids
Alabaster, AL). Streptavidin and sulforhodamine B (SRB)
ere purchased from Molecular Probes Inc. (Eugene, OR). All
ther reagents used in these experiments were purchased from
WR (Bridgeport, NJ). The 42-mer RNA aptamer (5′-AAgU-
CUACCAgCAUCgUCUUgAUgCCCUUggCAgCACUUCA-
′) was purchased from Dharmacon Research (LaFayette, CO).

3′-biotinylated RNA sequence was acquired from the same
ource. A DNA oligonucleotide of the same sequence was
ynthesized by the BioResource Center, Cornell University
Ithaca, NY). RNAse free reagents for use with the aptamer
ere purchased from Ambion (Austin, TX). The aptamer was
iluted with 100 mM Hepes, 50 mM NaCl, 5 mM MgCl2 to a
oncentration of 100 pmol/�L. Theophylline ELISA kits were
urchased from Neogen (Lexington, KY). HPLC analysis was

un on an HP 1100 using a Phenomenex Aqua column, C18,
25 �m, 4.6 × 250 mm with UV detection at 220 nm. At a flow
ate of 1 mL/min., the HPLC method used 100% water for the
rst 5 min, a gradient to 50% acetonitrile ending at 15 min,
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socratic 50% acetonitrile/water until 24 min, a second gradient
o 10% water ending at 30 min, followed by isocratic elution
t 10% water, 90% acetonitrile for the remaining 15 min.
C–MS analysis was performed on an Agilent 6890 GC

quipped with an HP-5MS column, 30 m × 250 �m × 0.25 �m,
nd model 5973 mass selective detector. Samples were
erivatized with either acetic anhydride or 10:1 (v/v) 10:1
is(trimethylsilyl)trifluoro-acetamide:trimethylsilyl chloride
BSTFA:TMS-Cl) [38] for 15 min at 60 ◦C in anhydrous ace-
onitrile prior to GC–MS analysis. 1H NMR data was obtained
sing a Varian Inova 400 MHz spectrometer. The liposome size
istribution was determined by dynamic light scattering using
DynaPro LSR (Proterion Corporation, Piscattaway, NJ).

.1. Synthesis of the 1-carboxyalkyl-3-methylxanthine-lipid
onjugate

The chemical structures of all synthesis intermediates are
hown in Scheme 1 and their numbers indicated in parentheses
ere.

.1.1. 3-Methyl-7-[(pivaloyloxy)methyl]xanthine (2)
3-Methylxanthine (1) (0.3 g, 18.1 mmol) was suspended in

MF and heated to 60 ◦C for 15 min. Sodium carbonate (0.2 g,
9.0 mmol) was then added and the solution was heated to
0 ◦C for 15 min. Chloromethyl pivalate (0.274 mL, 19.0 mmol)
as then added gradually and the mixture was maintained at
0–65 ◦C for 17 h. The volume of solvent was then reduced
nder vacuum and the product in residual DMF was carried on
o the next step generally without further purification. By HPLC,
his reaction typically formed 76% of the desired 7-POM-3-
ethylxanthine (2, Ret. time = 18.03 min) and ∼8% of the unde-

ired 1,7-diPOM-3-methylxanthine (7, Ret. time = 30.79 min,

LC, RF100% EtOAc = 0.61) TLC (100% EtOAc) RF = 0.43, 1H
MR (DMSO-d6) δ 1.07 ppm (s, 9H), 3.35 ppm (s, 3H),
.09 ppm (s, 2H), 8.18 (s, 1H). GC–MS, m/z 280 [M+], 166
M+ −C6H11O2].

0
2
s
w

cheme 1. Synthetic scheme for the 1-carboxybutyl-3-methylxanthine-DPPE c
romomethylpropionate or 4-chloromethylbutyrate in the conversion of 2 to 3. Repre
alanta 71 (2007) 365–372 367

.1.2. 3-Methyl-7-[(pivaloyloxy)methyl]-1-butylxanthine
3)

To the slurry of 2 in DMF was charged 0.4 g Na2CO3.
his mixture was then heated to 60 ◦C for 15 min. Methyl 5-
hlorovalerate (0.52 mL, 3.62 mmol) in DMF was then added
ropwise and the reaction was maintained at 65 ◦C for 24 h. The
esulting slurry was then filtered and ethyl acetate was used to
ash the filter cake containing primarily inorganic solids. The

olvent was removed and the crude oil was purified using silica
el and 100% ethyl acetate. This purification served to remove
inor components such as 1,7-diPOM-3-methylxanthine 7, and

,7-dialkyl-3-methylxanthine 8. The product was obtained as a
lear colorless oil in ∼70% yield (yield calculated based on input
f 1). Other alkylating agents used for this synthesis included
ethyl-3-bromopropionate and methyl 4-chlorobutyrate yield-

ng of shorter chain 1-substituted versions of 3 (a&b) which
ere also carried through the remaining steps of this synthesis.
ubsequent NMR and GC–MS results refer to alkyl chain length
f n = 4.

HPLC Ret. times: 3a = 22.00 min, 3b = 22.74 min,
c = 24.70 min. TLC (100% EtOAc) 3a RF = 0.42, 3b RF = 0.5,
c RF = 0.54, 1H NMR (CDCl3) δ 1.02 ppm (s, 9H), 1.6 ppm
m, 4H), 2.22 ppm (t, 2H), 3.45 ppm (s, 3H), 3.55 ppm (s, 3H),
.84 ppm (t, 2H), 6.08 ppm (s, 2H), 7.75 (s, 1H). GC–MS, m/z
94 [M+]. 1H data are similar to published literature values
or the 3-carboxypropyl-1-methyl-7-POM-xanthine derivative
43].

.1.3. 1-Carboxylbutyl-3-methylxanthine (4)
The purified oil 3 (0.39 g) was mixed with 1.5 mL 2 M NaOH

t 60 ◦C for 90 min. The initial mixture was immiscible, but
he subsequent formation of a homogeneous solution generally
ignified reaction completion. The solution was then cooled to

◦C and 2 M HCl was gradually added until the pH reached
.0 while the temperature was maintained below 10 ◦C. White
olids precipitated from solution during this addition, which
ere then filtered and washed with cold water followed by

onjugate. Shorter alkyl chain derivatives were prepared using either 3-
sentative structures are shown in 4a and 4b.
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iethyl ether. The product was obtained in 53% yield. HPLC Ret.
imes: 4a = 11.83 min, 4b = 12.29 min, 4c = 12.95 min. 1H NMR
DMSO-d6) δ 1.45 ppm (m, 2H), 1.55 ppm (m, 2H), 2.25 ppm
t, 2H), 3.42 ppm (s, 3H), 3.85 ppm (t, 2H), 8.02 (s, 1H).
C–MS, m/z 483 [M + 3(Si(CH3)3], 410 [M + 2(Si(CH3)3], 337

M + Si(CH3)3], and 265 [M − H+].

.1.4. 1-Carboxyalkyl-3-methylxanthine-DPPE conjugate
6)

Compound 4 (0.535 mmol) was diluted with toluene and
as stringently maintained under N2 throughout this reaction.
hionyl chloride (5.35 mmol) was added dropwise to this slurry
nd the reaction was heated to 80 ◦C for 1 h to form the acid chlo-
ide (5). Samples for HPLC, TLC, and GC–MS were quenched
nto anhydrous methanol to form the methyl ester prior to anal-
sis. The solvent was evaporated and residue reconstituted with
HCl3. A yield for this material was not obtained and this solu-

ion was used without further purification in the next step.
Triethylamine (3.57 mmol) was added to a solution of DPPE

0.178 mmol) in chloroform at ambient temperature. The solu-
ion of 5 in CHCl3 was transferred to this thin slurry gradually via
annula. Vigorous gas evolution was noted during this addition.
everal TLC visualization methods were necessary for monitor-

ng this reaction: UV (254 nm) was used to monitor the depletion
f 5 and formation of 6; ninhydrin was used to monitor the deple-
ion of DPPE; molybdenum blue/H2SO4 was used to visualize
emaining DPPE as well as the formation of 6. The reaction was
omplete within 30 min. The reaction was concentrated, then
hromatographically purified using 100% EtOAc. TLC (100%
tOAc) 6a RF = 0.35; 6b RF = 0.43; 6c RF = 0.5.

.2. Liposome preparation

DPPC, DPPG, cholesterol, and 1-carboxyethyl-3-methyl-
anthine-DPPE (40.3:21:51.7:0.452 �mol, respectively) were
rst dissolved in a solvent mixture containing 3 mL chloro-
orm, 0.5 mL methanol, and 3 mL isopropyl ether and soni-
ated to ensure homogeneous mixing. A 45 ◦C solution of dye
2 mL sulforhodamine B, 150 mM, in 0.2 M potassium phos-
hate, pH 7.4) was added to the lipid mixture while sonicating
or a total of 5 min. The mixture was then placed onto the
otary evaporator and the solvent was removed at 45 ◦C. The
ixture was then transiently vortexed preceding and following

n additional introduction of 2 mL 45 ◦C 150 mM SRB. The
ixture was then returned to the rotary for 20 min, then was

ermitted to rotate without vacuum at 45 ◦C for 30 min before
eing extruded at 60 ◦C seven times through 2.0 �m mem-
ranes, followed by seven times through 0.4 �m membranes.
he liposomes were then passed through a 19.7 × 1.7 cm col-
mn packed with Sephadex G-50 at ∼4 mL/min. using 1xPBS-
ucrose buffer (10 mM potassium phosphate, 150 mM sodium
hloride, 0.01% sodium azide at pH 7.0), osmolality adjusted
ith sucrose (0.28 M) to 75 mmol/kg greater than the sulforho-

amine B encapsulant, which was ∼600 mmol/kg. The lipo-
ome fractions containing high liposome densities were then
ombined and dialyzed overnight against the sucrose-phosphate-
aline buffer. One batch of liposomes was prepared without the

s
u
m
b

alanta 71 (2007) 365–372

-carboxyethyl-3-methylxanthine-DPPE tag for use as a con-
rol. Liposomes were also prepared with the synthesized longer
hain carboxylalkyl (n = 3&4) derivatives, but these liposomes
ncluded a biotinylated lipid for further assay development and
ence are not discussed further in this manuscript. The number of
iposomes was estimated by dividing the concentration of SRB
y the calculated internal volume based on the experimentally
etermined diameter. This calculation assumes unilamellarity,
hat the entrapped concentration of SRB equaled the input con-
entration, and a bilayer thickness of 4 nm [39,40].

.3. Equilibrium filtration experiments

.3.1. Affinity measurements
Aptamer-theophylline binding studies were carried out using

odifications of the procedure of equilibrium filtration, as
escribed by Jenison et al. [37]. The aptamer (either unmod-
fied or biotinylated, 0.067–8.0 �M) and theophylline (12 �L,
00 ng/mL), were incubated at 65 ◦C for 5 min in 100 mM
EPES, 50 mM NaCl, and 5 mM MgCl2 (total volume 150 �L).
his mixture was transferred to the filtration unit of Microcon
M-10 devices following cooling to ambient temperature and

entrifuged at 6200 rpm for 9 min. The theophylline concentra-
ion in the filtrates was assessed using ELISAs (see below). The
ata were then plotted against the aptamer concentration for esti-
ating the dissociation constants of the non-biotinylated and

he 3′-biotinylated aptamer. Similar experiments were carried
ut with the DNA aptamer using oligonucleotide concentrations
anging from 0.067 �M to 120 �M. Experiments were run in the
bsence of the aptamer to determine non-specific binding to the
ialysis chamber and membrane and no detectable non-specific
inding of theophylline was detected.

.3.2. Competitive binding: theophylline versus
-carboxyethyl-3-methylxanthine-tagged liposomes

Twelve microliters of theophylline (100 ng/mL), 6 �L RNA
ptamer (100 pmol/�L), 1-carboxyethyl-3-methylxanthine-
agged or control liposomes (0.1–6 �L, volume adjusted to
ompensate for concentration differences), and sufficient
iluent (composed of 100 mM HEPES, 50 mM NaCl, and
mM MgCl2) to bring the volume to 150 �L were mixed

n Eppendorf vials to yield final concentrations of 8 ng/mL
heophylline and 4 �M aptamer. The mixtures were heated in a
ater bath at 65 ◦C for 5 min, then permitted to cool to room

emperature over 5 min. The solutions were then transferred to
icrocon YM-10 centrifugal filters and centrifuged for 9 min

t 6200 rpm. The volumes of the filtrates were recorded and
omposition assayed by an ELISA.

.3.3. Competitive binding: theophylline versus and
-carboxypropyl-3-methylxanthine

This competitive binding experiment was also run using 1-
arboxypropyl-3-methylxanthine that was not coupled to lipo-

omes. Twelve microliters of theophylline (100 ng/mL), 6 �L
nmodified RNA aptamer (100 pmol/�L), 1-carboxypropyl-3-
ethylxanthine (10−8 M to 10−2 M), and sufficient diluent to

ring the volume to 150 �L were mixed in Eppendorf vials to
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ield final concentrations of 8 ng/mL theophylline and 4 �M
ptamer. The mixtures were heated in a water bath at 65 ◦C
or 5 min, then permitted to cool to room temperature over
min. The solutions were then transferred to Microcon YM-
0 centrifugal filters and centrifuged for 9 min at 6200 rpm. The
olumes of the filtrates were recorded and composition assayed
y an ELISA.

Eq. (1) was used to calculate the concentration of analyte that
as bound to the recognition element.

Bound = 100% × nmolinitial − nmolunbound

nmolinitial
(1)

.4. Enzyme linked immunosorbent assays (ELISAs)

The ELISA measurements were performed according to the
anufacturer’s directions. Twenty microliters of each sample
as applied in duplicate to the 96-well ELISA plate. Theo-
hylline standards were run in one of the first, middle, and last
olumns to ensure that the response to theophylline was equiv-
lent across the plate. One hundred and eighty microliters of
1:180 dilution of the theophylline-HRP conjugate in ELISA

uffer was added to each well. The plate was covered with a
olypropylene bag and gently agitated periodically to facilitate
ixing during the 1 h incubation at room temperature. The con-

ents of the plate were then discarded and each well was washed
ith 3 × 300 �L of a 1:10 ELISA wash buffer:water solution.
he plate was gently tapped dry between washes. 150 �L of
MB (3,3′,5,5′-tetramethylbenzidine) substrate were then added

o each well and the plate was covered then permitted to stand at
oom temperature for 30 min. Finally, 50 �L of the Red Stop
olution was added to each well. The plate was gently agi-
ated to ensure mixing then was read at 650 nm in duplicate
n a Spectra Rainbow plate reader using Tecan XREAD Plus
oftware, version 4.11. The cross-reactivity of 1-carboxypropyl-
-methylxanthine in the ELISAs was determined.

. Results and discussion

In this work, a 42-nt RNA aptamer against theophylline
as used as a model for preliminary investigations towards

he development of a liposome-enhanced competitive biosen-
or. As a consequence of the immobilized analog chosen
1-carboxypropyl-3-methylxanthine) and counter-SELEX steps
sed during the initial discovery, this aptamer had shown
xceptional specificity towards theophylline over other xan-
hine derivatives [37]. By conjugation through the 1-position
f theophylline, the structural features that distinguished theo-
hylline from other common xanthine derivatives (namely,
he N-7 hydrogen and N-3 methyl group) remained avail-
ble for interaction with the aptamer. In order to maintain the
electivity of the RNA aptamer to theophylline in this work,
t was necessary to produce a liposome-linked conjugate of

heophylline (1,3-dimethylxanthine) through its 1-position. 1-
ubstituted theophylline analogs amenable to this conjugation
ere not commercially available, thus 3-methylxanthine (1,
cheme 1) served as a convenient starting material. The order

t
b
t
(

alanta 71 (2007) 365–372 369

f proton acidity for xanthine compounds has previously been
eported to be 3 > 7 > 1 [41], therefore it was expected that the
-position of 3-methylxanthine would become alkylated prior
o the alkylation of the desired 1-position [42]. Amine pro-
ection using hydroxylamine-O-sulfonic acid was previously
eported [42], but the selectivity towards the 7-position and yield
ould not be reproduced in our hands. Using this approach,
,7-diamino-3-methylxanthine, was formed in approximately
qual amounts as the desired 7-amino-3-methylxanthine and
esidual 3-methylxanthine starting material. The introduction
f additional hydroxylamine-O-sulfonic acid only resulted
n the increased formation of the undesired 1,7-diamino-3-
ethylxanthine. Therefore, a method developed previously for

he protection of the 7-position on 1-methylxanthine using
hloromethyl pivalate [43] was adapted for this experiment.

Chloromethyl pivalate was a useful protecting agent for this
ynthesis due to its stability under the anhydrous basic condi-
ions used in the alkylation and lability under the aqueous basic
onditions used in the ester hydrolysis. Other amine-blocking
gents were tried, including trityl chloride, acetyl chloride, and
-BOC, however, these agents either were poorly selective for
he 7-position, or were inefficient overall as protecting agents
nder the conditions tried for this xanthine molecule. When
l-POM was used in slight excess, the desired 7-protected
roduct (2) formed predominantly (∼75%) while ∼12% start-
ng material (1) remained and ∼8% of the bis-protected xan-
hine (7, Scheme 1) was generated. The small amount of this
yproduct that was generated was readily separable by col-
mn chromatography following the subsequent alkylation step
nd could be converted back to the starting material through
ydrolysis with aqueous 2 M NaOH. Once the 7-position had
een successfully blocked to yield 2, the 1-position could then
ndergo alkylation (3) with either 3-bromomethylpropionate,
-chloromethylbutyrate or 5-chloromethylvalerate, using a gen-
ral alkylation procedure [44,45]. Alkylation of the 1-position
sing these agents could lead to the minor formation of the
,7-disubstituted compound (8) if residual starting material
emained, but like 7, this impurity could easily be removed by
hromatography. When 5-chloromethylvalerate was used as an
lkylating agent, the identity of which structural isomer was
resent (7 or 8) could be revealed by the fragmentation pat-
ern in their mass spectra. Purification at this stage was nec-
ssary as 1-carboxyalkyl-3-methylxanthine (4) would not crys-
allize out of solution when the input containing 3 was crude.
reatment with aqueous base simultaneously deprotected the
-position while hydrolyzing the ester group of the 1-position
o yield a carboxylic acid derivative (4) [43]. This derivative
hen underwent treatment with thionyl chloride to form the
cid chloride (5), which was then reacted with the amine group
f 1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine (DPPE)
Scheme 1). GC–MS, HPLC, NMR and TLC data, as well as suc-
essful binding of the theophylline-selective aptamer, support
he conclusion that the desired phospholipid conjugate (6) of this

heophylline analog was successfully prepared. The hydropho-
ic tails of the resulting conjugate were then incorporated into
he lipid bilayer of liposomes using standard techniques [46]
Scheme 2).
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Scheme 2. Impurities formed during the synthesis. The bis-protected com-
pound (7) formed in low amounts (∼8% by HPLC) during intended forma-
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ion of the desired 7-protected compound (2). The bis-alkylated impurity (8)
hown was formed from reaction of residual starting material (1) with 5-
hloromethylvalerate.

During liposome preparation, the hydrophobic tails of this
ipid become incorporated into the liposome bilayer and serve
o immobilize the theophylline analog tag onto the liposome sur-
ace, thus approximately 50% of the tag lies on the exterior of
he liposome and is available for binding. Conjugations of tags
o preformed liposomes are possible, but less desirable since
change of liposome stability, size and entrapment efficiency

an occur during coupling procedures. Thus, more reliable and
ess varying liposome populations can be prepared when using
agged lipids rather than tagging preformed liposomes. In order
o show the success of the synthesis with respect to recogni-
ion by the theophylline aptamer and the incorporation of the
roduct into the lipid bilayers of the liposomes, a number of
xperiments were carried out. Equilibrium filtration was done to
etermine dissociation constants of the unmodified and biotiny-
ated aptamers, and when performed in competitive binding
tudies, these experiments provided information on the ability of
he aptamers to recognize tags on the liposome surface. ELISAs
ere used to quantify the amount of unbound theopylline and
ere thus an indirect measure for the aptamer binding.

.1. Determination of aptamer-theophylline dissociation
onstants

In order to determine the dissociation constants of the
ptamers towards theophylline, and to rule out interference of
he biotin tag on the aptamer with theophylline recognition, equi-
ibrium filtration experiments were carried out (Fig. 2). In these
xperiments, the amount of theophylline which is aptamer bound
s retained in the upper portion of centrifugal filtration devices,
hile unbound theophylline can freely pass through the semi-

ermeable membrane upon centrifugation [37].

The non-biotinylated RNA aptamer had a dissociation con-
tant of approximately 0.9 �M determined as the aptamer con-
entration at which 50% of the theophylline was bound. This

s
m
w
v

ptamer (�) and 3′-biotinylated RNA aptamer (�) concentrations is plotted.
easurements were taken at 25 ◦C in 100 mM HEPES, 100 mM NaCl, 5 mM
gCl2 using the equilibrium filtration method.

orrelated well with the dissociation constant reported by the
riginal investigators of this aptamer (0.6 �M). The biotinylated
ptamer had a dissociation constant of 1.0 �M suggesting that
he addition of a 3′-biotin tag had little, if any, affect on the
bility of the RNA aptamer to bind theophylline. Similar exper-
ments were carried out with the DNA aptamer composed of
he same sequence using oligonucleotide concentrations ranging
rom 0.067 �M to 120 �M, however no affinity of this oligonu-
leotide for theophylline was observed. Although the predicted
econdary structure for the RNA and DNA oligonucleotide
as the same using M-fold software, the predictions also sug-
ested that the folded DNA structure was less stable [47,48].
he observation that the DNA aptamer had no apparent affin-

ty for theophylline was not surprising since such post-SELEX
ubstitutions have reportedly not proven to be successful for
ther aptamers [49]. However, biotinylated molecules are desir-
ble entities in biosensor development due to their interaction
ith streptavidin yielding a high affinity (Kd ∼ 10−15 M), non-

ovalent complex [50]. Previous authors have noted the use of
iotinylated aptamers towards other target molecules in microar-
ays [51,52]. The similarity in affinity of the biotinylated aptamer
o the unmodified variant is advantageous as it will facilitate
mmobilization in our proposed competitive biosensor.

.2. Competitive binding between theophylline and
-carboxypropyl-3-methylxanthine

Competitive binding between theophylline and 1-carboxyl-
ropyl-3-methylxanthine (4) for the unmodified RNA aptamer
as studied using equilibrium filtration experiments. These

xperiments were carried out to determine whether the synthe-
ized 1-carboxypropyl-3-methylxanthine (4) that was used as
tag for the liposomes could compete with theophylline for

he available aptamer. When increasing the concentration of 1-
arboxypropyl-3-methylxanthine, less theophylline binding to
he aptamer was observed which indicated that this molecule
uccessfully competed with theophylline for aptamer binding

ites. The dissociation constant (Kd) from this experiment, deter-
ined from its IC50, for 1-carboxypropyl-3-methylxanthine
as approximately 2.7 �M which correlated well with the pre-
iously reported Kd for 1-carboxypropyl-3-methylxanthine at
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Fig. 3. Competitive binding between theophylline-analog-tagged (�) or blank
liposomes (�) and theophylline for binding sites at the unmodified RNA aptamer.
Measurements were taken at 25 ◦C in 100 mM HEPES, 100 mM NaCl, 5 mM
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gCl2 using the equilibrium filtration method. The number of liposomes on
he x-axis was calculated based on their diameter and entrapped dye content, as
escribed in Section 2.

0.7–1.1 �M [37]. Prior to running this experiment, the cross-
eactivity of 1-carboxypropyl-3-methylxanthine with the anti-
ody used in the commercial ELISA kit was investigated.
lthough the ELISA showed no cross-reactivity with the syn-

hesized 1-carboxypropyl-3-methylxanthine for concentrations
anging from 1 × 10−10 M to 1 × 10−4 M, significant cross-
eactivity was noted at concentrations greater than 1 × 10−3 M.

.3. Competitive binding between theophylline and
-carboxyethyl-3-methylxanthine-tagged liposomes

Competitive binding experiments between theophylline and
iposomes tagged with 1-carboxyethyl-3-methylxanthine or
lank liposomes to the non-biotinylated aptamer were carried
ut to determine if the tagged liposomes could compete with
heophylline for binding to the RNA aptamer. Both liposome
atches had an average diameter of 300 ± 65 nm. The exper-
ments with blank liposomes were carried out to determine
hether this competition was specific to the theophylline-tag,
r if non-specific binding to blank liposomes was responsible
or the observed competition.

Increasing the concentration of 1-carboxyethyl-3-
ethylxanthine-tagged liposomes decreased the percentage

f free theophylline that is bound to the aptamer (Fig. 3).
y contrast, similar experiments performed with liposomes
ithout any tag showed no competitive behavior. While
69% of theophylline was bound to the aptamer when blank

iposomes were used, 0% of theophylline was bound when an
quivalent volume of theophylline-analog-tagged liposomes
ere used. It can be concluded that the aptamer is thus capable
f binding the free 1-carboxypropyl-3-methylxanthine, and
lso the liposome-bound form of this analyte. Therefore, the
nalyte-tagged liposomes could be used in a competitive assay
ormat to quantify the presence of theophylline.

. Conclusions
A conjugate of an unsymmetrical 1,3-disubstituted xanthine
nd phospholipid has been successfully prepared. After incorpo-
ation into liposomes, this phospholipid derivative was success-

[

[

alanta 71 (2007) 365–372 371

ully recognized by an RNA aptamer to theophylline. This not
nly confirmed that the phospholipid-xanthine analog structure
ad formed, but also indicated that the two methylene groups
etween the xanthine structure and phospholipid provided suffi-
ient separation from the liposome surface to permit recognition
y the aptamer. We have not yet investigated longer spacer
engths and their affect on aptamer recognition. Since the RNA
ptamer was successfully able to recognize a liposome-bound
arget in a competitive assay format, future work in this lab-
ratory will be focused on adapting this aptamer for use in a
iosensor for theophylline intended for clinical sample appli-
ation. Dye-encapsulating liposomes have been utilized in a
ariety of formats, including sequential injection analysis (SIA),
icrofluidic devices, and lateral flow assays [53–55] where

hey have provided substantial signal enhancement over single-
agged fluorophores. The finding that the biotinylated version of
his aptamer had similar affinity for theophylline will facilitate
urther development of a competitive biosensor using tagged
iposomes, pending the identification of a suitable immobiliza-
ion surface.
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bstract

The new type of the grafted polyurethane foam sorbents were prepared by coupling polyether polyol, toluene diisocyanate and basic dyestuff
Methylene blue, Rhodamine B and Brilliant green). The Me.B-PUF, Rh.B-PUF and Br.G-PUF were characterized using UV/vis, IR and TGA.
he adsorption properties and chromatographic behaviour of these new adsorbents for preconcentration and separation of uranium(VI) ions at low
oncentrations from aqueous thiocyanate media were investigated by a batch process. The maximum sorption of U(VI) was in the pH ranges 1–4.
he kinetics of sorption of the U(VI) by the Grafted-PUF were found to be fast with half life of sorption (t1/2) in 2.43 min. The average sorption
apacity of different sorbents 0.124 meq g−1 for uranyl ions, enrichment factors ≈40 and the recovery 98–100% were achieved (R.S.D. ≈ 0.73%).

he basic dyestuff Grafted-PUF could be used many times without decreasing their capacities significantly. The value of the Gibbs free energy
�G) for the sorbents is −7.3 kJ mol−1, which reflects the spontaneous nature of sorption process. The sorption mechanism of the metal ion onto
rafted-PUF was also discussed.
2006 Elsevier B.V. All rights reserved.
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. Introduction

The determination of low level of U(VI) in environmental
amples and its removal from the water in inexpensive process-
ng are very important. Several methods have been described for
he separation and determination of uranyl ions precipitation,
olvent extraction [1–3], silica gel [4,5], micellar ultrafiltra-
ion [6], organic and inorganic ion exchange [7–9]. Also, many
ypes of organic adsorbents, e.g. organosilicon [10], octylsi-
ane [11], polypropylene fiber [12], polyacrylonitrile [13], and
olyurethane foam [14–17] have been developed and tested for
ecovery of uranium from aqueous media.
Polyurethane foam has been used as a sorbent to separate
nd preconcentrate a wide variety of inorganic and organic
pecies from different media by conventional methods [18].
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olyurethane foam can be used without pretreatment and reagent
mmobilization [19–25]. Two main problems necessitate the
eed for preparation of PUF in which organic reagents are chem-
cally bonded: lack of selectivity of unloaded foams and leaching
f reagents from loaded ones. The Grafted-PUF was used as an
xcellent sorbent, which has good stability, high capacity for
etal ions and good flexibility [26–29]. Also, the interesting

roperty of Grafted-PUF is due to its relatively fast separation
nd preconcentration of metal ions compared to other solid sor-
ents [29].

In the present work we used a water soluble basic dyestuff
Brilliant green, Methylene blue and Rhodamine B) in grafting
he PUF to obtain a new type of PUF having more functional
roups capable of forming ion association complexes with the
nionic complexes of metal ions through the quaternary ammo-

ium group. The preparation of the grafted polyurethane foam
Br.G-PUF, Me.B-PUF and Rh.B-PUF) by coupling polyether
olyol, basic dyestuff and toluene diisocyanate are the sub-
ect of the present paper. They are identified by using UV–vis,
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R and TGA. The Grafted-PUF was found to be very suit-
ble for the separation and preconcentration of uranium from
queous thiocyanate media. The importance of this work is
he development of the Grafted-PUF containing non-washable
eagent, and stable chelate forming resin matrix, which has
een recycled many times without decreasing their capacities
ignificantly.

. Material and methods

.1. Reagents and materials

All reagents used were of analytical reagent grade. Stan-
ard uranium solution (0.1 mg/mL) was prepared by dissolving
.1787 g of uranyl acetate in distilled water containing 1 mL
f concentrated HNO3 and the solution was completed to 1 L
ith distilled water. Ammonium thiocyanate solution (50%) was
repared by dissolving 50 g of NH4SCN in 100 mL of distilled
ater.

.2. Synthesis of Br.G-PUF, Me.B-PUF and Rh.B-PUF

The Grafted-PUF was synthesized by mixing 20 g of the
olyether polyol, 1 g distilled water, 0.04 g of dimethylene
thanol amine, 0.04 g of stannous octoate, 0.25 g of polyether
olysiloxane and 0.2 g of basic dyestuff. The mixture was then
tirred to complete homogeneity, 13 g of toluene diisocyanate
as added gradually and the mixture was finally poured in a
ox. Grafted-PUF was washed with 0.1 M HCl followed by dis-
illed water, then acetone and dried at 25 ◦C [26].

.3. Apparatus

All spectrophotometric measurements are performed using
V–vis Perkin-Elmer 3 B spectrophotometer. Glass columns
f about 15 cm × 1.5 cm i.d. were employed for the chromato-
raphic separations.

.4. General procedures

.4.1. Sorption investigations
Separation of U(VI) was carried out by a batch technique at

5 ◦C except otherwise specified. A 0.2 g portion of the Grafted-
UF was mixed with 25 mL aliquot of tested metal ion solution
1.6 �g/mL) in a shaker thermostated to the desired temperature
nd adjusted to a desired shaking speed. After fixed intervals,
liquots of solution were withdrawn and the concentration of
(VI) ions was determined spectrophotometrically. The fol-

owing equations have been used to calculate the distribution
oefficients (Kd = (C0 − C)/C × V/M), where C0 and C are the
nitial and final concentrations, respectively, of metal ions in
olution, V the volume of solution and M is the mass of the
rafted-PUF.
.4.2. Chromatographic separations
To study the preconcentration, the breakthrough capacities,

he chromatographic behaviour, and the separation of the uranyl

e
e
t
(

ta 71 (2007) 236–241 237

on, a compact column of 15 cm × 1.5 cm i.d. was packed with
g of the Grafted-PUF, by the procedure described previously

18]. Solutions were passed through the column at flow rate of
0 mL/min.

. Results and discussion

Basic dyestuff has found considerable applications in the
xtraction of metals bound to ions such as thiocyanate or other
igands. The ion association complexes formed by the dyestuff
nd anionic complexes of metals are usually extracted into
on-polar solvent. Methylene blue (azine dye), Rhodamine B
xanthene dye) and Brilliant green (triphenyl methane dye) are
he basic dyestuff that has found to be used in the separation
f anionic complexes. This paper describes the preparation and
haracterization of grafted polyurethane foam. This new chelat-
ng polymers are used for the preconcentration and separation
f U(VI) from aqueous thiocyanate solution.

.1. Characterization of Grafted-PUF

The densities of the White-PUF and Grafted-PUF were mea-
ured. The values obtained are 34.5 and 73.4 kg/m3, respectively.
hese results indicate that the Grafted-PUF is denser and has
ore crosslinkage than the White-PUF due to additional bonds

etween the basic dye and other group in the PUF.
UV/vis spectrum of Grafted-PUF was compared with that of

hite-PUF. There are additional peaks at 660, 560 and 430 nm
hich appear in Me.B-PUF, Rh.B-PUF and Br.G-PUF, respec-

ively due to reaction of PUF with dyes.
The infrared spectra of White-PUF and Grafted-PUF were

ested using potassium bromide technique. The results obtained
how that the absorption band at 2274.4 cm−1 characteristic of
socyanate (–NCO) group disappears. Also, the broad band in
600–3100 cm−1 characteristic of the NH and OH groups of
hite-PUF is shifted. These results indicate that the coupling

etween group of the reagent and NCO group of PUF is due
o the formation of ionic bond between the dyes molecule and
mine product, and formation of ester in case of Rhodamine B
ye.

Thermogravimetric analysis (TGA) of Grafted-PUF showed
hat the thermal decomposition beginning at 230 ◦C, the weight
oss were 1.4, 35.1, 49.1 and 14.4% at 233, 337, 400 and >400 ◦C,
espectively and two endothermic peak at 328 and 390 ◦C have
ppeared. TGA curves Grafted-PUF showed that the reagent
as reacted with foam matrix. The adsorbed gases were loss at
33 ◦C and the endothermic peaks at 328 and 390 ◦C correspond
o the thermal decomposition between 328 and 390 ◦C. Also, the
rafted-PUF has good thermal stability, compared with other

helating resins.
The leaching of reagent from Grafted-PUF with different

olvents in batch mode was tested. According to the forgoing
esults, Grafted-PUF shows a good chemical stability in the pres-

nce of 1–10 M H2SO4, 1–6 M HCl, benzene, toluene, diethyl
ther, isopropanol, chloroform, methyl propyl ketone and ace-
one. The expected scheme for the preparation of Grafted-PUF
Rh.B-PUF) is represented:
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3.2. Optimum condition for preconcentration and
separation of uranium(VI)

The effect of pH and acidity on the sorption of anionic com-
plex, [UO2(SCN)4]−2 onto White-PUF and Grafted-PUF were
examined. The distribution coefficients (Kd) of U(VI) was plot-
ted against the pH values. The results show that the maximum
sorption of U(VI) onto White-PUF, Br.G-PUF and Me.B-PUF
occurs in the pH ranges 2–4 while the maximum sorption occurs
in pH 1–3 range for Rh.B-PUF (Fig. 1). The distribution coef-
ficients sequence was in order Rh.B-PUF > Br.G-PUF > Me.B-
PUF, which depends on the basic group of the dye molecule.
The similarity of the curves of White-PUF and the Grafted-PUF
could reasonalsly suggest that the sorption of metal ion complex
onto White-PUF may proceed via both mechanism, weak anion
exchange and ion association mechanism. While, the possible
mechanisms that have been previously proposed for the sorp-
tion of metal ions onto White-PUF are surface sorption [31,32],
etherlike solvent extraction [30,32], anion exchanger [33], cation
chelation [34–36], and ion association [37].
The distribution ratio of uranyl ions (4.2 × 10−5 mol/L) with
White-PUF and Grafted-PUF were found to be strongly depen-
dent on the thiocyanate concentration, thus the concentration
of thiocyanate in the extraction medium was examined at con-

Fig. 1. Effect of pH on the sorption of uranyl ion onto Grafted-PUF.

c
t
1
W

F
G

entration range from 0.1 to 5 mol/L NH4SCN. The minimum
oncentration level necessary for the maximum uptake of U(VI)
as 1.9 mol/L (Fig. 2). Also, the uptake of uranyl ions sorption
nto Grafted-PUF is larger than those of White-PUF. This con-
rms that the Grafted-PUF is more efficient than the White-PUF
ue to the incorporation of quaternary ammonium group of basic
ye which forms ion-pairs with metal thiocyanate complex.

The effect of shaking time on the sorption U(VI) onto White-
UF and Grafted-PUF was studied. From the results obtained,

he time required for sorption equilibrium was found to be 20
nd 10 min, respectively (Fig. 3). The sorption of uranyl ions on
UF may involve three steps: bulk transport of solute in solution,
lm transfer involving diffusion of solute through a hypothetical
lm boundary layer, and diffusion of the solute within the pore
olumes of the adsorbent and along pore-wall surfaces to active
dsorption sites. In order to study the particle diffusion mecha-
ism of the sorption of U(VI) onto White-PUF and Grafted-PUF,
he Morris–Weber (qt = kM

√
t) equation was applied. Where qt

s the amount of metal ions sorbed at time t and kM is the rate

onstant of interparticle transport. The obtained data show that
he plots of qt versus

√
t are linear and the values of kM are

.21 and 1.97 �mol g−1 min−1/2 for the sorption of U(VI) with
hite-PUF and Grafted-PUF, respectively (Fig. 4). According

ig. 2. Effect of thiocyanate concentration on the extraction of uranyl ion onto
rafted-PUF.
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Fig. 3. Effect of shaking time on the extraction of uranyl ion onto Grafted-PUF.
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ig. 4. The plot of qt × 10−6 vs. t1/2 for the sorption of uranyl ion onto Grafted-
UF.

o the forgoing results, the diffusion rate is rapid. Also, the kinetic
ata was calculated according to first order reaction, Lagergren
quation (log(qe − qt = log qe − k1t/2.303)). Where qe and qt are
he amount of metal ions sorbed at equilibrium and at time t and
1 is the rate constant of the sorption. A plot of log(qe − qt) ver-
us t shows a straight line, which indicates that the process is a
rst order reaction with respect to the adsorbed concentration of
ach metal ion. The half life of sorption uranyl ions (t1/2) onto

hite-PUF and Grafted-PUF calculated from the slope are 3.96
nd 2.42 min, respectively (Table 1). These results show that the
ate of sorption of the uranyl ions separation with Grafted-PUF is

elatively fast and more efficient as compared to the White-PUF.

The uptake of the uranyl ions onto White-PUF and Grafted-
UF was determined as a function of metal ion concentration

n the aqueous solution. The resultant isotherms show a good

i
a
p
t

able 1
inetic parameters for the sorption and desorption of metal ions onto White-PUF and

orbent Rate constant of interparticle
transport, kM (�mol g−1 min−1/2)

Rate constant of sorption,
k1 (min−1)

R
k

hite-PUF 1.21 0.175 0
e.B-PUF 1.88 0.299 0
h.B-PUF 2.01 0.288 0
r.G-PUF 2.03 0.272 0
ig. 5. Isotherm curve of the sorption of uranyl ion onto Grafted-PUF and White-
UF.

inear (correlation coefficient, r = 0.993) relationship over rel-
tively wide range of elements concentrations (Fig. 5). The
sotherm capacity (QI) of the White-PUF and Grafted-PUF
or U(IV) using batch technique was calculated. The values
btained were 0.07 and 0.124 meq g−1, respectively. The capac-
ty sequence was in the order of Rh.B-PUF > Me.B ≈ Br.G-
UF > White-PUF, which depends on the carboxylic group of

he Rhodamine B. From these results the Grafted-PUF is more
fficient than White-PUF [14–18,30] and other resins [12,13].
he dependence of sorption of uranyl ion on White-PUF and
rafted-PUF with temperature have been evaluated using the

quations (�G = −RT ln Kc), where �G and T are Gibbs free
nergy and absolute temperature, respectively. R is the gas con-
tant (8.314 J mol−1 K−1) and Kc is the equilibrium constant.
he values of�G at room temperatures for the sorption of U(VI)
re given in Table 2. The average values of (�G) are −2.1 and
6.57 kJ mol−1 for White-PUF and Grafted-PUF, respectively.
he negative values of �G are attributed to the spontaneous
hemisorptions nature of sorption process.

The uptake of sorption of U(VI) onto White-PUF and
rafted-PUF were determined at equilibrium condition as a

unction of salt concentration (0.1–1 M) of Li2SO4, Na2SO4,
2SO4 and (NH4)2SO4. The results obtained show that there
as no effect of salt concentration on the separation of uranyl

on.
To determine the breakthrough capacity (QB) of White-PUF

nd Grafted-PUF for uranyl ion, 0.25 g of PUF in the column

s saturated with U(VI) under optimum conditions. A 250 mL
liquot of 10 �g/mL of uranyl thiocyanate complex solution was
ercolated through the column with flow rate 10 mL/min. From
he breakthrough curves presented in Fig. 6, the saturation of

Grafted-PUF

ate constant of desorption,

−1 (min−1)
Overall rate constant,
k′ (min−1)

Half life of sorption,
t1/2 (min)

.075 0.250 3.96

.033 0.332 2.32

.022 0.310 2.41

.011 0.283 2.55
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Table 2
Characteristics of the isotherm curves of the sorption of metal ions using White-PUF and Grafted-PUF sorbents

Resin Least square equation Correlation
coefficient (r)

Free energy,
�G (kJ mol−1)

Capacity, Q
(meq g−1)

Distribution coefficient,
Kd (mL/g)

Intercept ı̂ (×10−3) Slope ı̂ (×10−3)

White-PUF −0.78 1.38 0.986 −2.52 0.070 346.7
M −6.94 0.121 2067.9
R −7.67 0.131 2781.9
B −7.28 0.121 2375.0
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e.B-PUF −1.56 4.83 0.997
h.B-PUF 2.98 6.58 0.992
r.G-PUF 0.39 3.05 0.996

ach column is reached after passage of 80–160 mL of the uranyl
ons. The capacities of White-PUF and Grafted-PUF columns
re estimated to be 0.066 and 0.111 meq g−1, respectively. These
apacities are quite reasonable in comparison with the previ-
usly reported results for different chelating resins [12].

The elution of tested metal ions from the White-PUF and
rafted-PUF columns was examined at different flow rates of

luting agent (5–20 mL/min). The uranyl ion was eluted from the
UF columns using 0.1 M NaOH. The chromatogram indicates

hat the U(VI) could be completely eluted in the first 150 mL.
enerally the curves are symmetrical with relatively sharp peak.
he values of HETP were obtained from the elution curves
sing Glueckauf (HETP = (L/16)(W2/V 2

R)) and Van Deemeter
HETP = A + (B/U) + CU) equations, where N is the number of
heoretical plates, VR the volume of elutes at peak maximum, W
he width of the peak, and L is the length of the foam bed. Good
olumn efficiency as indicated by a low value of HETP was
mportant if good separations were to be achieved. The HETP
alue was found equals to 0.5–1.4 mm at flow rate 5–10 mL/min.

.3. Analytical application of Grafted-PUF for
reconcentration and separation of uranyl ion

The performance of the Grafted-PUF columns in the pre-
oncentration of U(VI) from different volume (25–1000 mL) of
queous solution was studied. U(VI) was eluted in less or com-

lete recover (98–100%) from the Grafted-PUF column at flow
ate of 10 mL/min. These results show that the metal ions can be
ensitively concentrated from large volumes of dilute aqueous
olutions using Grafted-PUF packed columns. The preconcen-

ig. 6. Breakthrough curve for extraction of U(VI) from aqueous solution.
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ig. 7. Separation of U(VI), Fe(III) and Sb(III) from aqueous solution through
rafted-PUF column by using 0.1 M NaOH.

ration factor was estimated to be 40 with average R.S.D. ≈ 0.73.
inally, the Grafted-PUF could be used many times without
ecreasing their capacities significantly.

The separation of mixture of 50 �g for U(VI), Sb(III) and
e(III) using Br.G-PUF column was examined. Iron(III) is
educed using few drops of 2 M of ascorbic acid. Then 10 mL
f 50% NH4SCN was passed through the Br.G-PUF column.
e(III) was separated in the original solution and U(VI) and
b(III) were retained in the column. U(VI) and Sb(III) were
ecovered with 0.1 M NaOH at flow rate of 10 mL/min (Fig. 7).
his technique selectively allows the determination of each
etal ion from the other ions in mixture.

. Sorption mechanism

The average value of free energy (�G) is −7.3 kJ mol−1 for
he sorption of uranyl ion onto Grafted-PUF which confirms the
pontaneous chemisorptions type. The rate constant of interpar-
icle transport and the values for the half life of adsorption (t1/2)
f U(VI) were in the order Br.G-PUF > Rh.B-PUF > Me.B-PUF
howing that the adsorption process depends on the reaction
etween the basic groups of dyes and the anionic uranyl com-
lex and also depends on the molecular weight of the dyes.
inally, the Grafted-PUF is more efficient than the White-PUF
ue to the incorporation of quaternary ammonium group of
asic dye which forms ion-pairs with uranyl thiocyanate com-

lex (Figs. 1–3). The optimum pH ranges to extract uranyl ion
nto Me.B-PUF and Br.G-PUF (pH 2–4) were similar to the
orption onto White-PUF (Fig. 1). Also, the values of the dis-
ribution coefficient decrease with the increase of the pH values
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ndicating that the protonated active sites of White-PUF could
easonalsly suggest that the sorption of uranyl ion complex onto

hite-PUF may proceed via ion association mechanism.

. Conclusion

The present work deals with the preparation of new polymeric
xtractors, polyurethane foam, based on the reagent incorporated
nto the structure through covalent bond. This new extractors
ere used to separate of uranyl ion from aqueous solutions.
haracterization of the Grafted-PUF and White-PUF indicates

hat the Grafted-PUF (0.124 meq g−1) is more stable and capac-
ty than the White-PUF (0.07 meq g−1), which has been recycled

any times after regeneration using 1 M HCl and NaOH without
ecreasing their capacities significantly. The negative values of
G indicate that the spontaneous nature of the sorption of the

ranyl ion. The uranyl ion was completely separated in the pH
anges 1–4 in 2 mol/L of NH4SCN. Also, the half life of sorp-
ion uranyl ions (t1/2) was 2.42 min. Finally, the Grafted-PUF
s more efficient for separation and determination of uranyl ion
han White-PUF [14–18,30] and other resins [12,13].
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bstract

Near infrared spectroscopy (NIRS) was used to discriminate between arabica and robusta pure coffee varieties and blends of varied varietal
omposition. Direct orthogonal signal correction (DOSC) pre-processing method was applied on a set of 191 roasted coffee NIR spectra from
oth pure varieties and blends varying the final robusta content from 0 to 60% (w/w) in order to remove information unrelated to the actual

arietal composition of samples. The corrected NIR spectra, as well as raw NIR spectra, were used to develop separate classification models using
he potential functions method as class-modelling technique, exploring several options more or less restrictive according to the final number of
onsidered categories. All constructed classification models were compared to evaluate their respective qualities and to show the suitability of
pplying DOSC method as pre-processing step for developing improved classification models for coffee varietal identification purposes.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Food authentication is one of the most crucial issues in food
uality control and safety. Food industry, regulatory authorities
nd consumer groups are all interested in authenticate raw mate-
ials and food products in order to satisfy the food quality and
ood safety requirements, in such a way that food quality assur-
nce has become an essential tool to meet consumer demands
nd expectations [1,2].

Coffee identification or classification has gained increas-
ng attention as a means to control and avoid coffee adulter-
tion, mainly considering the great variability of the final sale
rice depending on coffee varietal or geographic origin. Most
ommercially available coffees are produced from arabica and
obusta roasted beans or blends of these two species. Both vari-
ties differ not only in relation to their botanical, chemical and
rganoleptic characteristics, but also in terms of commercial
alue, with arabica coffees achieving market prices 20–25%
igher than robusta. Therefore, suitable methods are required,

or quality and economical reasons, in order to differentiate these
arieties and to avoid the possible mixing with other cheaper
offees, thus ensuring coffee authenticity.

∗ Corresponding author. Tel.: +34 941299626; fax: +34 941299621.
E-mail address: consuelo.pizarro@dq.unirioja.es (C. Pizarro).
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Varietal classification for coffee authenticity has been tackled
sing different types of compositional data including metal con-
ent [3], volatile compounds [4], chlorogenic acids and caffeine
ontent [5], fatty acids profile [6], sterolic profile [7], diter-
enic alcohols [8], amino acids enantiomers [9], tocopherols
nd triglycerides [10]. In spite of the relative success showed
y many of these approaches in coffee varietal identification, it
s important to consider that many analytical reference meth-
ds used to assess the chemical components to be later used as
iscriminant parameters between coffee varieties in the classi-
cation model development may be quite expensive, elaborate
nd/or time-consuming.

For this reason, industry is looking for faster methods, and
rapid, clean and low cost technique, such as an automated

lassification on the basis of NIR spectra directly acquired on
ntreated samples could be a very useful tool. In fact, near
nfrared spectroscopy (NIRS) has emerged in the last years as a
ery promising alternative method for constructing on the basis
f spectral features, and in combination with pattern recognition
ethods, reliable classification models for assessing the quality

f a given product in many food applications [11–17], includ-
ng several approaches applying NIR to the problem of coffee

arietal authentication [18–20].

In this context and in order to search for an optimal classi-
cation model, some of us have recently proposed a strategy
or developing improved classification models for differenti-
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ranged from 0 to 60% (w/w). This specific range of blending
(based on adding increasing robusta amounts to final blends)
was precisely studied as an attempt to develop reliable clas-
sification models mainly focused on detecting arabica coffees
22 I. Esteban-Dı́ez et al. /

te between arabica and robusta pure coffee varieties based
n their NIR spectra and using potential functions Method as
lass-modelling technique [21]. In this former paper and to min-
mise certain physical light effects, thus enhancing the relevant
hemical information contained in the spectra, two orthogonal
ignal correction methods were applied on raw NIR spectra to
emove information not related to the caffeine content of sam-
les, which was selected as response variable precisely due to its
igh discriminating power between coffee varieties. Although it
as shown that original NIR spectra of roasted coffee samples
ight be used directly to develop a classification model with a
oderately high discrimination ability between pure varieties,

he classification models constructed after applying the orthog-
nal signal correction methods yielded excellent classification
esults also with a notable reduction in model complexity.

Therefore, given that this strategy appeared to have great
romise for coffee varietal authentication purposes, we decided
o deeper explore its actual applicability options, and to evaluate
n the present work if a similar strategy (combination of direct
rthogonal signal correction (DOSC)) method [22] and potential
unction class-modelling method [23–25]) can be successfully
pplied not only to discriminate between pure coffee varieties,
ut also between pure varieties and different blends of the two
pecies on the basis of NIR spectra.

Moreover, it should be noticed that in this modified applica-
ion no additional chemical variable need to be determined for
hose samples forming the calibration set in order to perform on
ts basis the orthogonal correction of spectra, since the response
ariable to be used in DOSC application is directly the percent-
ge of robusta coffee contained in each sample, so it is easy to
e realized the notable simplification and cheapening that this
act implies.

One decisive design parameter that has to be set prior to
ny classification model development is the number of cate-
ories to be considered and the particular requirements that a
ample has to fullfit in order to be assigned to a certain class.
n this study, two different approaches were explored differing
n the number and particular properties of classification cate-
ories to be taken into account. In an initial and more flexible
pproach three separate classes were defined a priori: (1) pure
rabica; (2) arabica–robusta blends; (3) pure robusta. Next, a
ore constrained approach taking into account five different

ategories was evaluated, in such a way that the only class pre-
iously defined as ‘arabica–robusta blends’ was split into three
eparate classes in order to try to differentiate between blends
ith a low robusta content (from ≈5 to 20%), blends with a
edium robusta content (from ≈25 to 40%) and blends with
high robusta content (from ≈45 to 60%). In both cases, for

valuating the effect of the orthogonal correction applied on
IR spectra on the quality of the final classification model con-

tructed, the results obtained before and after transforming the
pectra were analysed and compared.

It should be clarified that the aim of this study was not to

rovide a definitive and immutable NIR classification model for
iscriminating between pure coffee varieties and blends, but to
ropose a novel strategy capable of accomplishing this task and
roving its reliability and effectiveness to assess the genuineness
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f coffee samples. Although the data set used in this work was
esigned to cover insofar as possible the great natural variability
nherent to commercially available coffees by considering dif-
erent roasting conditions and degrees, and varied geographical
rigins, it is quite clear that the dynamic nature of the coffee
arket and the particular needs and production lines of a given

offee company would demand a more exhaustive or specific
ollection of the calibration samples to develop the final class-
odel with the methodology here presented.

. Experimental

.1. Samples

The data set used in the present study comprised 83 roasted
offee samples from varied origins and varieties (36 arabica
nd 47 robusta coffees), which were processed under differ-
nt roasting conditions. In addition, 108 blends of arabica and
obusta coffee varieties were prepared in laboratory by com-
ining the three coffee samples most representative of each
ariety which were previously selected. The application of PCA
n mean centred NIR spectra provided an effective and easy-
o-implement tool for selecting representative samples from
rabica and robusta varieties. Fig. 1 shows a bidimensional rep-
esentation of PC1 and PC2 scores accounting for 88.33% of the
ariance in the roasted coffee NIR spectral data, labelled accord-
ng to their coffee variety: (1) arabica coffees; (2) robusta cof-
ees. Two sample groups appeared slightly separated by the first
isectrix of the two component axes, suggesting the presence
f two different clusters just associated with the two varieties
onsidered. Thus, the centroid and two extreme samples within
ach class were selected in order to later generate on their basis
uitable coffee blends with a robusta content in the final blends
ig. 1. Scores of the 83 roasted coffee samples from arabica (labelled as 1)
nd robusta (labelled as 2) pure varieties on the first two principal components
xplaining the variability in the NIR spectral data.
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dulteration, since when a fraudulent practice is committed in the
laboration procedure of coffee blends from arabica and robusta
ure coffee varieties the motivation behind is purely economical,
.e., to reduce costs due to the lower price of robusta coffee as
ompared to arabica coffee, increasing the actual robusta per-
entage in the final blends despite they will be sold as mostly
ased on arabica variety.

The resulting data set was split into two independent subsets:
calibration set with 100 samples and a test set with 91 samples.
he main cautions taken in order to select a suitable composi-

ion of the external test set were to include samples of both pure
arieties and different compositional blends, in such a way that
he contained blends covered the whole range of robusta per-
entages studied.

.2. Apparatus and software

NIR spectra were recorded on a near infrared spec-
rophotometer NIRSystems 5000 (Foss NIRSystems, Raams-
onksveer, The Netherlands) equipped with a reflectance detec-
or and a sample transport module. The instrument was con-
rolled by a compatible PC, and Vision 2.22 (Foss NIRSystems,
aamsdonksveer, The Netherlands) was used to acquire the
ata.

Data pre-processing treatments and potential functions class-
odelling technique were applied by means of V-PARVUS 2004

M. Forina et al., Dipartimento di Chimica e Tecnologie Farma-
eutiche ed Alimentari, Università di Genova, Italy). The DOSC
outine was implemented in MATLAB 6.5 (Mathworks, Natick,
SA). Specifically, the DOSC method developed by Westerhuis

t al. [21] was used for the DOSC calculations. Data for isopo-
ential lines obtained from PARVUS were later mapped using
urfer 8 (Golden Software Inc.).

.3. Recording of NIR spectra

Reflectance spectra were obtained directly from untreated
amples. Due care was taken to ensure that the same amount of
ample was always used to fill up the sample cell. Each spec-
rum was obtained from 32 scans performed at 2 nm intervals
ithin the wavelength range 1100–2500 nm, with five replicates

or each individual sample. The samples were decompacted
etween recordings. An average spectrum was subsequently
omputed from the collected replicates.

.4. Validation of classification models

Usually, the potential functions class-modelling technique
alidates the predictive ability of the constructed classification
odels by cross-validation, since when working with potential

unctions is not recommended to waste objects to make up an
xternal evaluation set. It is, however, well-known that orthogo-
al signal correction methods can produce a notable overfitting

hen applied on the spectra forming the calibration set. For

his reason, although all potential functions classification mod-
ls were constructed by cross-validation, we decided to also
alidate the actual predictive abilities of resulting models by

d
d
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esting their performance on an external test set to guard against
verfitting.

.5. Data processing

The whole data matrix was composed of 191 objects, 700
pectral variables (NIR absorbance values within the wavelength
ange 1100–2500 nm), and a response variable (percentage of
obusta content in samples) to be used in the orthogonal correc-
ion. The initial set of 191 roasted coffee samples was divided
nto two subsets: the calibration set (100 objects) used to develop
he classification models and the external test set (91 objects)
sed to evaluate the actual predictive ability of the constructed
odels.
The models used to classify roasted coffee samples were

onstructed by using the potential functions method in its mod-
fied form as a class-modelling technique. The optimal value
f the smoothing parameter was selected by means of a cross-
alidation procedure, in such a way that the amplitude of each
ndividual potential, defined by this smoothing parameter, was
he same for all the objects in the category (fixed potential func-
ions). Model boundaries were computed from the estimate of
he equivalent determinant. The class-models were constructed
t a level of significance corresponding to 95%. The same a
riori class probability was applied to both categories (equal to
). When classification models were developed on the basis of
IR data, given the large number of spectroscopic variables, a
rior step of dimensionality reduction computing a small num-
er of principal components was required. One crucial step in
odelling based on NIR spectra is the selection of the optimal

umber of PCs to be used in the model development. The opti-
al complexity of each model was assessed by cross-validation

all the classification models were built by cross-validation using
ve deletion groups). When the DOSC method was applied to
nd classification models with a high predictive ability and avoid
ver-fitted solutions, the suitable orthogonal correction degree to
e applied was determined as follows: the number of orthogonal-
Cs to be removed from raw spectra was varied from 1 to 5, in
uch a way that the optimal number of orthogonal components
o be subtracted was chosen according to the results obtained in
he cross-validation procedure. All models were constructed on
entred data.

The quality of the results provided by the different class-
odels constructed was compared according to several evalua-

ion parameters:

total classification (prediction) rate (TR)

TR =
∑
cmcc

N
(1)

category c rate (Rc)

Rc = mcc

N
(2)
c

These equations were applied in both classification and pre-
iction, where mcc is the number of correct classifications (pre-
ictions) for a certain category c,

∑
cmcc is the total number of
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Table 1
Percentages of correctly classified samples

PCs Classification (%) External prediction (%)

RC1 RC2 RC3 TR RC1 RC2 RC3 TR

Raw NIR spectra
1 19.1 (17) 43.1 (33) 52.4 (10) 40.0 (60) 26.7 (11) 44.0 (28) 65.4 (9) 47.3 (48)
3 81.0 (4) 93.1 (4) 81.0 (4) 88.0 (12) 86.7 (2) 98.0 (1) 88.5 (3) 88.5 (6)
5 85.7 (3) 94.8 (3) 95.2 (1) 93.0 (7) 93.3 (1) 94.0 (3) 100 95.6 (4)
7 85.7 (3) 98.3 (1) 100 96.0 (4) 93.3 (1) 94.0 (3) 100 95.6 (4)

DOSC-corrected NIR spectra (three orthogonal-PCs removed)
3 100 100 100 100 100 100 96.2 (1) 98.9 (1)
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otal rate (TR) and category rates (RC1, RC2 and RC3) both in classification an
f samples incorrectly classified appears in brackets.

orrect classifications (predictions), Nc is the number of clas-
ifications (predictions) for a certain category c and N is the
umber of total classifications (total predictions). It should be
oticed that Nc does not always equal the number of objects
elonging to class c, in the same way as N does not always rep-
esent the number of total objects, since, for instance, during
ross-validation, an object can be classified several times.

Graphical tools, such as isopotential lines and Coomans plots,
ere also used to analyse the goodness of the models.

. Results and discussion

.1. Three-class approach

In the first part of this study three separate categories ((1) pure
rabica coffees; (2) arabica–robusta blends; (3) pure robusta
offees) were considered, accounting for 191 samples that were
ivided at random into calibration (21 arabica coffees; 58
lends; 21 robusta coffees) and test (15 arabica coffees; 50
lends; 26 robusta coffees) sets.

Table 1 summarised the classification and prediction rates
orresponding to the class-models developed on the basis of
ean-centred raw NIR spectra of roasted coffee samples using

he potential functions method with model complexities from 1

o 7 PCs for the three-class problem analysed. The table shows
he influence on the number of PCs used to construct the class-

odel, in such a way that 7 PCs were used to compute the
odel to achieve the maximum correct classification rates in

F
m
m

able 2
ensitivity and specificity values for the potential functions models constructed for c

Cs Category 1 Category 2

Sensitivity Specificity for class Sensitivity Sp

2 3 1

aw NIR spectra
1 95.2 0.0 0.0 96.6 4
3 95.2 5.2 52.4 94.8 90
5 90.5 46.6 100 86.2 90
7 95.2 34.5 100 81.0 90

OSC-corrected NIR spectra (three orthogonal-PCs removed)
3 100 100 100 94.8 85
rnal prediction, working on original and DOSC-corrected spectra. The number

he cross-validation procedure, accounting for the 99.99% of
he variance in the data. Table 2 shows the results correspond-
ng to the same classification models developed from raw data
xpressed in terms of sensitivity and specificity for the three
lasses studied. Sensitivity is the proportion of samples belong-
ng to a certain category correctly identified by the mathematical

odel corresponding to that class, i.e., it is a measure of the
bility to correctly predict ‘true’ positives. Specificity is the pro-
ortion of samples not belonging to a certain class classified as
oreign, i.e., it is a measure of the ability to discriminate against
false’ positives. In spite of the relatively good results obtained
n both classification and prediction when considering the 7-PCs
lass-model developed from raw NIR spectra, the specificity of
he model of category 1 for category 2 is 34.5%, whereas the
pecificity of the model of category 3 for category 2 is 10.4%,
hich indicates that many blends can be classified as ‘false’
ure varieties, leading to a high ‘false’ positives probability.
ikewise, the observed specificity of the model of category 3

or category 1 is not neither too high (only 61.9%) which may
uggest potential problems to discriminate even between pure
arieties. These two parameters (sensitivity and specificity) are
very valuable diagnostic tool, since a class-model should not
nly accept samples belonging to the considered category but
lso it should reject foreign samples.
These numerical results can be also confirmed graphically.
ig. 2(a) shows the Coomans plot corresponding to the class-
odel computed with 7 PCs from raw NIR spectra. Bearing in
ind the categories considered, the axes of the Coomans plot

ategories 1 (pure arabica), 2 (arabica–robusta blends) and 3 (pure robusta)

Category 3

ecificity for class Sensitivity Specificity for class

3 1 2

.8 4.8 95.2 4.8 17.2

.5 90.5 95.2 33.3 17.2

.5 100 90.5 85.7 25.9

.5 100 90.5 61.9 10.4

.7 100 90.5 100 100
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ig. 2. Coomans and isopotential lines plots corresponding to a: (a) 7-PCs class-
IR spectra after removing three orthogonal PCs by DOSC; for the three-class

epresent the class-models of arabica coffees (labelled as 1)

n abscissas and robusta coffees (labelled as 3) in ordinates.
hus, the upper right quadrant will correspond to the samples

ejected by the two models represented. In this case, the

a
t
i

able 3
ercentages of correctly classified samples

Cs Classification (%)

RC1 RC2 RC3 RC4 RC5 TR

aw NIR spectra
1 0.0 (21) 55.6 (8) 16.7 (15) 0.0 (22) 0.0 (21) 13.0 (87)
3 66.7 (7) 83.3 (3) 72.2 (5) 86.4 (3) 76.2 (5) 77.0 (23)
5 85.7 (3) 83.3 (3) 83.3 (3) 72.7 (6) 95.2 (1) 84.0 (16)
7 85.7 (3) 88.9 (2) 83.3 (3) 68.2 (7) 100 85.0 (15)

OSC-corrected NIR spectra (three orthogonal-PCs removed)
1 100 100 100 100 100 100

otal rate (TR) and category rates (RC1, RC2, RC3, RC4 and RC5) both in classifica
he number of samples incorrectly classified appears in brackets.
l developed from original NIR spectra, (b) 3-PCs class-model constructed from
em analysed.

amples expected to be located in this quadrant would be the

rabica–robusta blends (labelled as 2). Samples contained in
he test set are plotted as 0. The large number of samples plotted
n the class-space common to the two models representing pure

External prediction (%)

RC1 RC2 RC3 RC4 RC5 TR

13.3 (13) 83.3 (3) 16.7 (15) 7.1 (13) 34.6 (17) 33.0 (61)
86.7 (2) 88.9 (2) 72.2 (5) 78.6 (3) 88.5 (3) 83.5 (15)
86.7 (2) 94.4 (1) 66.7 (6) 85.7 (2) 100 87.9 (11)
93.3 (1) 94.4 (1) 66.7 (6) 85.7 (2) 100 89.0 (10)

100 100 100 100 100 100

tion and external prediction, working on original and DOSC-corrected spectra.
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arieties demonstrated a low degree of specificity of the model
ased on raw spectra. It deserves special attention the fact that
ost samples belonging to the blends category appear in this

rea. The potential functions method also enabled us to obtain
otentials for contour plots (isopotential lines plots) consid-
ring all samples and categories to be used as an additional
isualizing tool. Fig. 2(a) displays the isopotential lines plot
elative to the potential functions model of the three considered
ategories. As can be seen, class-models did not appear clearly
eparated, showing a high degree of overlapping between all
ategories.

In sight of the numerical and graphical results derived from
he analysed raw spectra based classification model, it could be
tated that, despite its acceptable discrimination ability which
ight be considered satisfactory for differentiating between ara-

ica coffees, blends and robusta coffees, the lack of specificity
howed between classes could reveal potential problems for clas-
ification of future samples. This finding stresses the relevance
f the aims pursued in the present study, i.e., trying to improve
he quality of the final classification model constructed in terms
f both sensitivity and specificity to enable a more accurate prac-
ical application.

In order to try to solve the already discussed specificity prob-
ems associated with models based on raw data, DOSC was
pplied on NIR spectra taking into account the percentage of
obusta variety contained in each sample as response variable
nd varying the number of orthogonal-PCs to be removed from
to 5 to determine the suitable orthogonal correction degree to

e applied. The corrected resulting spectra were then used to
evelop the respective potential functions class-models. Con-
idering all the models based on spectra corrected by the DOSC
ethod, it was observed that when the number of orthogonal-
Cs to be removed from the raw data increased, the quality
f the respective potential functions models improved signifi-
antly and their corresponding complexity decreased once each
rthogonal component had been removed. Nevertheless, this
radual improvement in class-model performance was limited,
nd thus, the model developed after removing three orthogonal-
Cs by DOSC was considered the most suitable one, since
urther corrections did not provide any substantial advantage.
he results corresponding to the classification model finally
elected expressed as correct classification and prediction rates
re shown in Table 1. It can be observed that the optimal class-
odel constructed after the removal of three orthogonal-PCs

ot only reduced the model complexity to only three components
explaining almost the 100% of the variance in the data), but also
xhibited excellent results in both classification and prediction. It
ust be particularly underlined the great improvement achieved

n terms of sensitivity, and more remarkably concerning speci-
city between categories (Table 2). Coomans and isopotential

ines plots showed in Fig. 2(b) also confirmed the high qual-
ty of the classification model developed from DOSC-corrected
IR spectra for discrimination between pure coffee varieties and

lends. Both plots showed a high degree of interclass specificity
nd a patently clear separation between class-models, consid-
rably improved with regard to that provided by the model
onstructed from raw spectra.
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.2. Five-class approach

At this point, and without underestimating the very good
esults obtained in the first part of the study when considering
nly three separate categories to deal with the problem of vari-
tal classification for coffee authenticity, we decided to study the
ame problem in more depth considering a higher number of a
riori defined categories by limiting the qualitative requirements
o be met for belonging to a certain class. The increase in the
umber of considered categories was aimed at discriminating,
t least roughly between several degrees of robusta contents in
blend.

In this way, five separate categories were defined: (1) pure
rabica coffees; (2) blends with a low robusta content; (3) blends
ith a medium robusta content; (4) blends with a high robusta
ontent; (5) pure robusta coffees. The 191 total roasted cof-
ee samples were split randomly into calibration (21 arabica
offees; 18 low robusta content blends; 18 medium robusta con-
ent blends; 22 high robusta content blends; 21 robusta coffees)

f
i
i
t

ig. 3. Coomans and isopotential lines plots corresponding to a: (a) 7-PCs class-mode
pectra after the removal of three orthogonal PCs by DOSC; for the five-class proble
ta 71 (2007) 221–229 227

nd test (15 arabica coffees; 18 low robusta content blends; 18
edium robusta content blends; 14 high robusta content blends;

6 robusta coffees).
Table 3 shows the results in both classification and prediction

expressed as percentages of correctly classified samples) pro-
ided by the potential functions class-models developed from
aw spectra, varying the number of PCs computed in the model
evelopment from 1 to 7 for the five-class problem studied.
able 4 summarised the results corresponding to the same class-
odels in terms of sensitivity and specificity percentages. Tak-

ng into account the numerical results collected in these tables,
everal conclusions can be drawn about the classification mod-
ls developed from raw NIR spectra. Even though when a large
umber of PCs were used in the model construction (e.g. 7 PCs
xplaining for the 99.99% of the variance in the system), the

act of dividing the category of arabica–robusta blends (which
nitially has a ‘global’ nature) into three sub-categories accord-
ng to the greater or lesser robusta content of samples gave rise
o a notable worsening of the quality of the final classification

l developed from raw NIR spectra, (b) 1-PC class-model constructed from NIR
m studied.
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Fig. 4. Spectra of the 191 samples contained in the roasted cof

odel. The category and total rates decreased appreciably in
oth calibration and prediction (particularly in the case of blends
f medium and high robusta content), and the obtained speci-
city values between categories indicated an even higher risk
f ‘false’ positives than in the case of only considering three
lasses. Fig. 3(a) show the Coomans plot and the isopotential
ines plot corresponding to the 7-PCs potential functions model
eveloped from raw data to discriminate between the five anal-
sed categories. Again, in the Coomans plot, the class-model of
rabica coffees (1) was represented in abscissas and the class-
odel of robusta coffees (5) was plotted in ordinates, so samples

xpected to be rejected by both displayed class-models (i.e., cof-
ee blends belonging to categories 2, 3 and 4) should appear in the
pper right quadrant. As in the previous case, external test sam-
les are labelled as 0. From the samples distribution observed in
he Coomans plot, it can be concluded that the model constructed
n the basis of raw spectra was not able to neatly separate the
ve categories. The extremely strong overlapping between the
ve classes showed in the isopotential lines plot confirmed the
erious lack of specificity of the model and its unsuitability to
nsure an accurate classification.

Notably improved results were yielded by the potential func-
ions model constructed after the application of DOSC pre-
rocessing method on NIR spectra considering the robusta
ontent in each sample as response variable to be used in the
rthogonal correction (once selected the optimal number of
rthogonal-PCs to be subtracted). As can be seen, the finally
elected classification model developed after removing three
rthogonal-PCs (we decided not to perform more exhaustive cor-
ections because they did not provide any appreciable improve-
ent in terms of model quality) and with the minimum com-

lexity (only 1 PC explaining the 99.99% of the variance in the
pectral data) not only provided 100% correct classifications

n both calibration and prediction (Table 3), but also a great
pecificity between the five considered classes (Table 4), visu-
lly confirmed in Coomans and isopotential lines plot (Fig. 3(b)).
bviously, a slight longitudinal overlapping mainly between the

s
t
a
a

ta set: (a) without pre-treatment and (b) after applying DOSC.

hree categories dealing with arabica–robusta blends, which can
e observed in the isopotential lines plot, was not only expected
ut logical, due to the narrow margin that existed between the
uantitative limits defining each one of these qualitative cate-
ories of blends.

.3. Spectral profiles

The main objective of the present study was focused on min-
mising certain physical light effects that occur inherently in dif-
use reflectance near-infrared spectroscopy, to develop improved
lassification models for coffee varietal authentication purposes.

The results obtained and discussed in this study, in both
pproaches analysed, have already demonstrated the practical
sefulness and efficiency of applying an orthogonal signal cor-
ection method prior to the development of a high quality classi-
cation model. Nevertheless, a visual comparison between NIR
pectral profiles before and after applying the orthogonal cor-
ection on roasted coffee NIR spectra (Fig. 4) can contribute
o additionally show up the goodness of the strategy used here.

clear distinction is observed between the DOSC pre-treated
pectra, but not for the original spectra, in such a way that cor-
ected spectral profiles appeared perfectly grouped according to
he particular percentage of robusta coffee contained in sam-
les. Since DOSC method was applied directly on raw spectra
no pre-treatment was previously performed on data), it works
s a kind of background subtraction: for the arabica coffee (0%
obusta content), the spectrum is filtered away.

. Conclusions

The results reported in this study have demonstrated that the
ombination of near-infrared spectroscopy with an orthogonal

ignal correction method and with a powerful class-modelling
echnique, such as potential functions method can be used as
n optimal strategy not only for discriminating between arabica
nd robusta pure coffee varieties, but also for differentiating



Talan

b
s
a
i
s
s
c
d
n
v
w
(
c
f
s
h
b
i

A

o
o
D
R
w
v

R

[

[
[

[

[

[

[

[

[

[
[

[

[

[

I. Esteban-Dı́ez et al. /

etween pure varieties and blends of the two species, even when
eparate categories of blends were defined depending on the
ctual robusta content in samples. In both cases studied (vary-
ng the number of separate categories to be considered) a very
ubstantial improvement in the global quality of the finally con-
tructed class-model (particularly in terms of specificity between
lasses) was achieved in comparison with the respective model
eveloped from original NIR spectra. The applied strategy did
ot imply any additional reference analysis, since the response
ariable to be considered in the orthogonal signal correction
as precisely the percentage of robusta coffee in each sample

already known for calibration samples). Therefore, the applied
lassification strategy only relied on NIR measurements. This
act, together with the great results obtained, could make it very
uitable for use in authenticity assessment of coffee. It should,
owever, be noticed that the work here presented is only a feasi-
ility study, so further studies are required to properly evaluate
ts actual performance.
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21] I. Esteban-Dı́ez, J.M. González-Sáiz, C. Pizarro, Anal. Chim. Acta 514

(2004) 57.
22] J.A. Westerhuis, S. de Jong, A.K. Smilde, Chemom. Intell. Lab. Syst. 56

(2001) 13.
23] D. Coomans, I. Broeckaert, Potential Pattern Recognition in Chemi-

cal and Medical Decision-Making, Research Studies Press, Letchworth,

1986.

24] M. Forina, C. Armanino, R. Leardi, G. Drava, J. Chemom. 5 (1991)
435.

25] D.L. Massart, L. Kaufman, The Interpretation of Analytical Chemical Data
by the Use of Cluster Analysis, Wiley, New York, 1983.



A

d
c
t
©

K

1

e
i
t
c
w

o
c
t
e
b
t
t
i
a
b
d

0
d

Talanta 71 (2007) 242–250

Novel oxygen sensitive complexes for optical oxygen sensing

J.F. Fernández-Sánchez a,b,∗, T. Roth b, R. Cannas b, Md. K. Nazeeruddin c,
S. Spichiger b, M. Graetzel c, U.E. Spichiger-Keller b

a Department of Analytical Chemistry, Faculty of Science, University of Granada, C/Fuentenueva s/n, E-18071 Granada, Spain
b Centre for Chemical Sensors, Swiss Federal Institute of Technology Zurich (ETHZ), Technoparkstrasse 1, CH-8005 Zürich, Switzerland
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bstract
Novel optical sensing films for oxygen based on highly luminescent iridium (III) and ruthenium (II) complexes have been developed. These
emonstrate excellent long-term photostability (several months) when incorporated into polystyrene membranes. The influence of different plasti-
izers on the specific luminescence quantum yield, the Stern–Volmer constant, the reversibility and the response time were evaluated. Additionally
he sensing films can be sterilized by chemical cleaning and gamma-ray irradiation.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Molecular oxygen is one of the most important gases in our
nvironment since it is found as either a reactant or a product
n a vast number of chemical and biochemical reactions. Thus,
he determination of oxygen is important in various fields of
hemical and clinical analysis, packaging, process control, as
ell as in environmental monitoring [1–9].
Several oxygen detection systems have been reported based

n redox titration [10], polarography [11] or measuring the
hemiluminescence intensity [12]. To date, the Clark elec-
rode and its modifications [11,13], which are based on the
lectrochemical-reduction of O2 on a polarized cathode, have
een among the most widely used O2 detectors. Some limita-
ions of Clark electrodes, such as the consumption of O2 and
heir relatively long response times, are well known. Chemical
nstabilities were reported by Choi et al. [14] and Hartmann et
l. [15]. In summary, the oxygen electrode is limited by the sta-

ility of the electrode surface and by instabilities in the oxygen
iffusion barrier [16].

∗ Corresponding author. Tel.: +34 958248593; fax: +34 958249510.
E-mail address: jffernan@ugr.es (J.F. Fernández-Sánchez).
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mplex; Sterilization

The Clark electrode is the most reliable oxygen-sensitive
ensor and traditionally used in medicine as well as for pro-
ess control in bioreactor processes. In the latter application,
he electrode is sterilized along with the bioreactor itself. The
lark electrode is, however, not suitable as a disposable sensor.
herefore, a variety of optical devices and sensors have been
eveloped to measure molecular oxygen [17]. The advantages
f these optical sensors based on luminescence quenching are
asically that they do not consume O2 during the analytical pro-
ess, they do not require reference electrodes and they are inert
gainst sample flow rate or stirring speed [18]. Moreover, they
re immune to exterior electromagnetic field interference and
an be produced as disposable sensors. The latter two properties
re especially attractive for the use of these sensors in biotech-
ology and disposable bioreactors [19,20].

These optical devices are based on the luminescence quench-
ng of organometallic complexes by paramagnetic oxygen
17,21–23]. Table 1 shows an overview of luminescence probes
sed for analyzing oxygen. On the other hand, Nazeeruddin et
l. [35] introduced two new iridium dyes, [Ir(ppy)2(NCS)2]+ (N-
33) and [Ir(ppy)2(CN)2]+ (N-837) (ppy = 2-phenylpyridine) for

eveloping organic light emitting diodes, which exhibit unprece-
ented luminescence quantum yields (97 ± 3%) with excited-
tate lifetimes of 1–3 �s in Argon-degassed dichloromethane
olutions at 298 K, reduced to 70–90 ns in air-equilibrated
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Table 1
Overview of luminescence probes used for analyzing oxygen

Probe Support for immobilization λexc/em (nm) ФL I0/I100 Reference

Pyrene-1-butylic acid Poly(dimethylsiloxane) 365/396 1.5 [24]

Ru(dpp)3
2+ Silicone 457/610 0.5 4.4 [17]

Polystyrene 457/610 0.5 1.1 [17]
PVC 457/610 0.5 3.5 [17]
Poly(dimethylsiloxane) 457/610 0.5 4.5 [17]

Re(I)L(CO)3CN+

L = bpy Silicone 250/448 0.59 2.2 [25]
L = phen Silicone 232/458 0.77 5.4 [25]
L = Me4phen Silicone 274/462 0.68 41.0 [25]

Os(dpp) 3
2+ Poly(dimethylsiloxane) 502/729 – 4.5 [26]

Ir(ppy)3 Polystyrene 376/512 – 15.3 [27]
Platinum(II) octaethylporphyrin Polystyrene 535/646 – 4.5 [28]
Platinum(II) tetrakis(pentafluorophenyl) porphyrin Polystyrene 508/648 – 3.0 [29]

Platinum(II) octaethyl porphine ketone PVC 592/758 0.01 2.0 [30]
Polystyrene 586/758 20.0 [31]

Palladium(II) octaethylporphyrin Polystyrene 546/663 0.12 11.5 [32]

Palladium(II) octaethyl porphine ketone PVC 602/790 0.01 8.0 [30]
Polystyrene 602/790 28.0 [31]

Aluminum tetraphenoxy PcOH Polystyrene 606/705 – 1.0 [33]
(dppe)Pt{S2C2(CH2CH2N-2-pyridinium) Cellulose acetate 470/710 0.01 2.5 [19]
Aluminum ferron Sol gel (TMOS and MTMOS) 380/5/80 – 5.0 [34]
ETHT 3003 Polystyrene 460/620 0.19 3.5 This work
N-926 Polystyrene 400/526 0.80 2.4 This work
N-833 Polystyrene 402/529 0.60 1.3 This work
N-837 Polystyrene 398/528 0.38 1.8 This work
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bbreviations: dpp = 4,7-diphenyl-1,10-phenanthroline; bpy = 2,2′-bipyrid
-Bu = tetrabuthyl; ppy = 2-phenylpyridine anion; PcOH = phthalocyanine h
uinolinesulfonic acid: TMOS = tetramethoxysilane; MTMOS = methyltrimetho

ichloromethane solutions. The use of high luminescence quan-
um yield compounds as potential oxygen sensors may reduce
he sensitivity for scattering interferences, thus permitting the
se of less sensitive detectors in the development of optical oxy-
en sensors.

In this paper, we propose the lipophilization of [Ru(dpp)3]2+

o achieve a higher lipophilicity of the compound and more
ptions for homogenous incorporation into various poly-
ers. The lipophilicity generally improves the retention of

he organometallic complex (OMC) in very apolar polymer
lms, such as those used for chemical sensing. Thus, we
escribe the synthesis, characterization and analytical investi-
ations of a more liphophilic ruthenium complex, called ETHT

003 (tris(4,7-bis(4-octylphenyl)-1,10-phenanthroline) ruthe-
ium (II) bis(perchlorate) monohydrate, Ru(8-dpp)(ClO4)2).

In addition, we also propose the two high-luminescence
uantum-yield iridium complexes, which were described by
azeeruddin et al. [35], tetrabutylammonium bis(isothiocy-

nato) bis(2-phenylpyridinyl)-iridium (III) (N-833), and tetra-
utylammonium bis(cyanide) bis(2-phenylpyridinyl)-iridium
III) (N-837) and a novel more lipophilic iridium com-
lex N-926 (bis(2-phenylpyridinyl)-N,N,N,N-tetramethyl-(4,4′-

iamine-2,2′-bipyridinyl)-iridium (III) chloride) as oxygen-
ensitive compounds (see Fig. 1).

The metal complexes are incorporated into polystyrene (PS),
lasticized with and without the plasticizers o-nitrophenyl octyl

2

c

phen = 1,10-phenanthroline; Me4phen = tetramethyl-1,10-phenanthroline;
ide; dppe = 1,2-bis(diphenylphosphino)ethane; ferron = 8-hydroxy-7-iodo-5-
ane.

ther (o-NPOE) and o-cyanophenyl octyl ether (o-CPOE), which
an be used as oxygen-sensitive compounds. PS was used to
ive mechanical strength to the films and to permit their steril-
zation by heating. Both, the use of PS and the more liphophilic
omplexes make the sensing layers more useful in the determi-
ation of oxygen: if the sensing films are applied to liquids,
eaching of the dye is reduced and the metal center, which
omplexes the ligands, is shielded from attacks by such media
s ligand exchange, and reducing and oxidizing compounds
36].

The crystal structure of the [Ru(dpp)3]2+ was investigated by
-ray analysis. The XRD-structure of ETHT 3003 is shown in
ig. 2. Optical sensing films based on these compounds have
igh luminescence quantum yields, fast responses, high pho-
ostability and large Stokes’ shifts. In view of the potential
pplications in bioreactors, the fact that the sensors can be ster-
lized by chemical cleaning and gamma irradiation makes them
specially attractive. In the following section their use fullness
or biotechnological applications is demonstrated.

. Experimental
.1. Chemicals and reagents

For the synthesis of ETHT 3003, the following chemi-
als were used: sodium m-nitrobenzenesulfonate (Fluka, pract.)
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Fig. 1. Chemical structures of the met

Fig. 2. Structure of ETHT 3003 calculated with the software package Sybyl
based on the crystal structure of [Ru(dpp)3]2+; ETHT 3003 is the octyl-derivate
of [Ru(dpp)3](ClO4)2. The two perchlorate ions have been omitted.
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al complexes used in this study.

uthenium trichloride monohydrate, 3-chloropropioylchloride
both from Fluka, purum), n-octylbenzene, aluminium trichlo-
ide, anhydrous zinc chloride, 1,2-phenylenediamine, carbon
isulfide, ethanol, and hexamethylphosphoramide (all from
luka, puriss.).

For the preparation of the membranes, synthesized dyes were
sed as well as chloroform (Fluka), Rhodamine 101 (Fluka),
olystyrene (Scientific Polymers, USA), o-nitrophenyl octyl
ther and o-cyanophenyl octyl ether (both from Fluka, puriss.).
he gas flow-system was supplied by 50 L gas bottles at 200 bars
ith nitrogen 60 and oxygen 55 (both from Carbagas, Switzer-

and).

.2. Synthesis of ETHT 3003

The synthesis of ETHT 3003 is a three-step synthesis (see

ig. 3). The first step is a Friedel–Crafts reaction [37]. The
ext step is, according to Skraup, similar to the method pro-
osed by Hiti and Young [38], which is a standard procedure
39].
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Fig. 3. Synthesis of the E

A solution of 29.8 g (156.6 mmol, 34.8 mL, Mr 190.32) n-
ctylbenzene (1) in 90 g (71.3 mL) of carbon disulfide was
rst well stirred and then 21.9 g (164.1 mmol, Mr 133.34) of
luminium trichloride were added. The resulting suspension
as put under argon. A solution of 22.62 g (178.8 mmol, Mr
26.97) 3-chloropropionylchloride (2) in 5 mL carbon disulfide
as added dropwise for 20 min. The resulting yellow solution
as refluxed for 20 min at 75 ◦C. The mixture was cooled and
oured onto 150 g ice in 150 mL concentrated hydrochloric acid.
he organic phase for the subsequent extraction with ethylac-
tate were joined and washed twice with 200 mL 2 M NaOH each
nd once with saturated brine, dried over MgSO4 and the solvent
vaporated under vacuum. Upon standing, the residue quickly
olidified, yielding 40.81 g (0.16 mol, 100%) of (2-chloroethyl)-
4-octylphenyl)ketone (3) as a plate yellow powder, Rf 0.84
hexane/ethylacetate, 6:4; developed with sulfuric acid/vanillin,
ielding olive-green spots), m.p. 51–52 ◦C (Found: C, 72.65%;
, 8.91%. C17H25OCl with Mr 280.83 requires C, 72.71%; H,
.9%).

A nearly white suspension of 1.40 g (13.0 mmol, Mr 108.14)
,2-phenylenediamine (4), 7.42 g (33.0 mmol, Mr 212.15)
odium m-nitrobenzenesulfonate and 492 mg (3.6 mmol, Mr
36.28) anhydrous zinc chloride was made in 50 mL ethanol
t 60 ◦C. Half a solution of 6.68 g (23.8 mmol, Mr 280.83)

3) in 30 mL EtOH was added, to A, resulting in a yel-
ow color. Through a second funnel 9.8 mL of concentrated
ydrochloric acid were added to the reaction mixture, which
hen turned orange-red. After adding the other half of (3),

2

8
d

3003 dye (R = n-octyl).

he solution was refluxed for 12 h. After 24 h of further stir-
ing at room temperature, the solvent was removed in vacuo
nd the residue suspended in a mixture of 100 mL concen-
rated aqueous ammonia and 75 mL dichloromethane. The
rganic phase was separated and the remaining aqueous phase
xtracted a second time with dichloromethane. The pooled
rganic phases were washed with saturated brine and con-
entrated at reduced pressure. An orange-brown oil resulted,
hich was chromatographed on silica gel (gradient of hex-

ne/pyrrolidine, 9:1 to hexane/ethylacetate/pyrrolidine, 6:3:1).
fter fraction collection and five-fold recrystallization from
ure hexane 0.67 g (1.2 mmol, 5% with respect to (3)), 4,7-
is(4-octylphenyl)-1,10-phenanthroline (5) were produced as
beige, amorphous mass, Rf 0.10 (hexane/pyrrolidine, 9:1 on
V254), m.p. 71–72 ◦C (Found: C, 86.26%; H, 8.63%; N, 5.10%.
40H48N2 with Mr 556.83 requires C, 86.28%; H, 8.69%; N,
.03%).

1H NMR (CDCl3, 200 MHz): 9.22 (d, J = 5 Hz, 2H), 7.90
s, 2H), 7.58 (d, J = 5 Hz, 2H), 7.45 (d, J = 8 Hz, 4H), 7.34
d, J = 8 Hz, 4H), 2.72 (t, J = 7.7 Hz, 4H), 1.78–1.60 (m, 4H),
.44–1.24 (m, 20H), 0.98 (t, J = 6.6 Hz, 6H).

13C NMR (CDCl3, 50 MHz): 149.9 (d), 148.6 (s), 147.1 (s),
43.6 (s), 135.3 (s), 129.7 (d), 128.8 (d), 126.6 (s), 124.1 (d),
23.6 (d), 35.7 (t), 31.9 (t), 31.4 (t), 29.4 (t), 29.3 (t), 29.2 (t),

2.6 (t), 14.1 (q).

A suspension of 429 mg (0.77 mmol, Mr 556.83) (5) and
8 mg (0.39 mmol, Mr 225.44) ruthenium trichloride monohy-
rate in 6 g (6.3 mL) dimethylformamide was stirred overnight
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t 120–150 ◦C. This results in an intensely orange-colored solu-
ion. After the mixture was allowed to cool to ambient tem-
erature, it was dissolved in 50 mL acetone and 7 mL of 70%
erchloric acid were added. After standing for 12 h, the solvent
as evaporated, leaving the crude products as a dark, viscous oil.
hree subsequent chromatographic separations on aluminium
xide (neutral, activity III, with at least a 100-fold excess of
luminium oxide with respect to the raw product, eluant: ethy-
acetate/hexane/triethylamine 9:1:1, UV254) yielding 116 mg
0.18 mmol, 21–25% with respect to (5)) of ETHT 3003 (6) as an
range powder, Rf 0.15–0.3 (hexane/ethylacetate/triethylamine,
:9:1.7 at UV366 smears, orange luminescence) (Found: C,
2.47%; H, 7.34%; N, 4.18%; O, 7.29%. C120H144N6O8RuCl2
ith Mr 1970.47 requires C, 72.48%; H, 7.40%; N, 4.23%; O,
.24%).

1H NMR (CDCl3, 300 MHz): 8.47 (d, J = 5.6 Hz, 6H), 8.24
s, 6H); 7.82 (d, J = 5.6 Hz, 6H): 7.55 (d, J = 8.1 Hz, 12H); 7.35
d, J = 8.1 Hz, 12H); 2.69 (t, J = 7.7 Hz, 12H); 1.67 (m, 12H);
.42–1.20 (m, 60 H); 0.88 (t, J = 7 Hz, 18H).

13C NMR (CDCl3, 75 MHz): 153.2 (d); 149.1 (s); 148.5 (s);
46.0 (s); 133.1 (s); 130.2 (d); 129.3 (d); 128.8 (s); 127.2 (d);
26.1 (d); 35.8 (t); 31.9 (t); 31.4 (t); 29.5 (t); 29.4 (t); 29.3 (t);
2.7 (t); 14.1 (q).

The synthesis of Iridium dyes was carried out following the
rocedure described by Nazeeruddin et al. [35].

.3. Membrane preparation and characterization

The cocktails were prepared in sealable 4 mL flasks. Com-
ounds were weighed into the flask on an AT 261 balance
Mettler-Toledo, Greifensee, Switzerland) with ±0.01 mg pre-
ision. They were then filled up to 2 mL solution volume with
hloroform. Table 2 shows the composition and the nomencla-
ure of the different cocktails, which were shaken on an IKA-
ibramax-VXR (IKA-Labortechnik, Staufen, Germany) until
ll components were dissolved. The membranes were obtained
sing a spin-coating technique. An amount of 0.3 mL of the
ocktail was injected onto a rotating glass plate of a spinning
evice [40]. The resulting layers showed a thickness between

and 7 �m, depending on the rotational speed and viscosity of

he polymer mixture.
A standard protocol was used for characterizing the mem-

ranes. Then standard settings for all the experiments were:

able 2
omenclature and composition of the oxygen-sensitive membranes

ame wt.% PS Plasticizer wt.% dye

Kind % Plasticizer

S0X 98.6 – 0 1.4
S1XC 83.6 o-CPOE 15 1.4
S2XC 68.6 o-CPOE 30 1.4
S1XN 83.6 o-NPOE 15 1.4
S2XN 68.6 o-NPOE 30 1.4

S, polystyrene; o-CPOE, o-cyanophenyl octyl ether; o-NPOE, o-nitrophenyl
ctyl ether.
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xcitation slit 2.5 nm wide, emission slit 5.0 nm wide, excitation
avelengths of 400 nm for N-926, 402 nm for N-833, 398 nm for
-837 and 460 nm for the ruthenium complex, emission wave-

engths of 526 nm for N-926, 529 nm for N-833, 528 nm for
-837 and 620 nm for ETHT 3003, with the 515 nm cut-off fil-

er in place and a flow-rate of 200 mL min−1.
To obtain the Stern–Volmer Plot (SVP), the oxygen

artial pressures were calculated from the measured oxy-
en/nitrogen flows, assuming a constant environmental pressure
f 1000 mbar. Intensity measurements were made at 14 different
xygen partial pressures between 0 and 1 bar.

All the measurements were carried out in triplicate to eval-
ate the error. The experimental results were expressed as the
verage of three replicas ± error (st/

√
n), where s is the standard

eviation, t the student t and n the number of replicas.

.4. Instrumentation

All luminescence measurements were carried out on a Perkin-
lmer LS-50B luminescence spectrometer. This was fitted with
xenon flash lamp and a Hamamatsu R-928 red-sensitive

hotomultiplier, which has ±1 nm accuracy by the specified
avelength and ±0.5 nm reproducibility of wavelength, in the
ay usual for solid samples with a 30◦/60◦ excitation/emission
eometry. A self-built flow-through cell was used in all the
xperiments [36].

A gas-handling system was designed to control the gas com-
osition, copper and stainless steel tubing were used up to the
ow-through cell. For gas mixing, two mass flow controllers
f Type 1179 from MKS Instruments (Andover, MA, USA)
ere used. After the mass flow controlled, stainless steel tubing
as used up to the mixing T-union and to the two-fold solenoid
alve from Cole-Parmer Instrument Company (Vernon Hills, IL,
SA).
The system was controlled by a self-written LabVIEW

.1 program connected to a National Instrument card with
S-232 interface, which fully controls the PE LS-50B via

he serial interface and the MKS mass flow controllers via
S-485.

. Results and discussion

.1. Crystal structure of ETHT 3003

The crystal structure [Ru(dpp)3]2+ was determined by Gold-
tein et al. [41]. They claim that [Ru(dpp)3]2+ forms an
rthorhombic system of the space group Pbca with the dimen-
ions a = 13.085(2) Å, b = 24.173(1) Å and c = 22.773(4) Å, with
= 4.
The structure of ETHT 3003 is shown in Fig. 2. The struc-

ure is based on investigations of the X-ray diffraction of
Ru(dpp)3]2+ perchlorate by Volker Gramlich at ETHZ on a
YNTEX P21 diffractometer. Since it was not possible to crys-
allize the octyl-substituted complex and no ruthenium param-
ter set was available, the phenanthroline moieties were fixed
n space based on the crystal structure of [Ru(dpp)3](ClO4)2.
he structure of Ru(8-dpp)(ClO4)2 was force-field optimized in
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acuo with the software package Sylbyl 6.3 (TRIPOS Inc., St.
ouis, USA).

.2. Absorption and emission data of complexes

The UV–vis absorption spectrum of the ETHT 3003
n ethanol shows peaks at 465 (ε= 3.45 × 104 M−1 cm−1),
40 (ε= 3.48 × 104 M−1 cm−1) and 280 nm (ε= 15.09 × 104

−1 cm−1). The strong UV band at 280 nm is due to a charge
ransfer transition from the �–�* orbital of the ligand and the
isible bands at 440 and 465 nm to the metal t2g orbital to the
* orbital of the ligand [42].

The absorption spectra of the iridium complexes N-833, N-
37 and N-926 display bands in the UV and the visible region
ue to intra ligand (�–�*) and metal-to-ligand charge transfer
ransitions (MLCT), respectively [43]. The low energy MLCT
and in complex N-837 (463 nm), which is significantly blue
hifted compared to the complexes N-833 (478 nm) and N-926
480 nm), indicates the extent of �-acceptor strength of the CN−
igand compared to the NCS. The spectral shifts are consis-
ent with the electrochemical data of these complexes. Hay,
n a recent paper, analyzed the spectral properties of iridium
III) phenylpyridine complexes using density functional theory
DFT), in which the low-lying transitions are categorized as
etal-to-ligand charge transfer transitions and the high-energy

ands at above 280 nm are assigned to the intra ligand �–�*

ransition of 2-phenylpyridine [44].

The ethanol solution of the Ru(8-dpp)(ClO4)2 complex

xhibits an intense bright orange luminescence maximum at
18 nm upon excitation at the metal-to-ligand charge transfer
axima at 465 nm, which is consistent with the literature [45].

i
a
y
t

able 3
uminescence excitation, λexc, and emission, λem, wavelengths, luminescence qua
olystyrene membranes

ye Membrane λexc (nm) λem (n

THT 3003 PS0X 460 620
PS1XC
PS2XC
PS1XN
PS2XN

-926 PS0X 400 526
PS1XC
PS2XC
PS1XN
PS2XN

-833 PS0X 402 529
PS1XC
PS2XC
PS1XN
PS2XN

-837 PS0X 398 528
PS1XC
PS2XC
PS1XN
PS2XN

a The experimental results are expressed as the average of three replicas ±st/√n (n
alanta 71 (2007) 242–250 247

s discussed in the Introduction, the luminescence quantum
ield of ETHT 3003 in solution was 0.56 ± 0.05 [36].

In contrast, iridium complexes exhibit luminescence maxi-
um around 530 nm when they are excited within the �–�* and
LCT absorption band.
Table 2 shows the composition and the terminology of the

ifferent sensing films studied, and Table 3 shows the photophys-
cal properties of the organometallic complexes incorporated
nto polystyrene films. The luminescence quantum yields of thin
lms containing ruthenium and iridium complexes were mea-
ured and calculated using the following equation:

L,XKopt = φL,r
(D/Aexc)X

(D/Aexc)r,liquid membrane
(1)

he subscript X denotes the substance whose luminescence
uantum yield is determined and r the reference substance
2.25 × 10−6 M rhodamine 101 in ethanol) [46]. Kopt is the
ptical factor, which refers to the considerably higher refrac-
ive index of the membrane (nD(PS) = 1.5894) compared to
he solution (nD(ethanol) = 1.3611). It was calculated accord-
ng to Roth [36] and amounted to 0.661 (for more information,
ee supporting information). D is the integrated area under the
mission spectrum; Aexc is the absorbance at the excitation wave-
ength. φL,r the luminescence quantum yield of rhodamine 101,
s assumed to be 1.0 [46].

The iridium complexes display significantly higher lumi-
escence quantum yields than the complexes of Ru(II) when

ncorporated into a polymer. Orthometallated iridium complexes
re known to have the highest triplet luminescence quantum
ields for several reasons: (a) iridium shows large d-orbital split-
ing compared to other metals in the series; (b) the strong ligand

ntum yields and Stern–Volmer constants, KSV, of the dyes incorporated into

m) Luminescence quantum yielda KSV (bar−1)a

0.19 ± 0.05 1.63 ± 0.02
0.16 ± 0.06 1.33 ± 0.00
0.13 ± 0.06 1.17 ± 0.01
0.15 ± 0.07 1.29 ± 0.00
0.15 ± 0.09 1.17 ± 0.01

0.80 ± 0.02 1.20 ± 0.03
0.66 ± 0.13 0.76 ± 0.02
0.58 ± 0.13 0.59 ± 0.04
0.32 ± 0.10 0.32 ± 0.00
0.44 ± 0.04 0.18 ± 0.01

0.60 ± 0.06 0.34 ± 0.00
0.70 ± 0.01 0.23 ± 0.04
0.55 ± 0.08 0.25 ± 0.01
0.54 ± 0.04 0.09 ± 0.03
0.35 ± 0.09 0.03 ± 0.00

0.38 ± 0.05 0.71 ± 0.04
0.41 ± 0.02 0.66 ± 0.09
0.43 ± 0.07 0.68 ± 0.01
0.16 ± 0.01 0.09 ± 0.04
0.18 ± 0.02 0.00 ± 0.00

= 3, t = 4.30 (2P = 0.05)).
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eld strength of the phenyl anion ligand increases the energy
etween t2g and eg orbitals and leads to an enhanced gap between
he eg and LUMO of the ligand; (c) the close lying �–�* and

LCT states together with the heavy atom effect enhance the
pin–orbit coupling. The even more effective strategy to magnify
he luminescence quantum yields of this class of complexes is to
ncrease further the gap between the eg and LUMO orbitals by
ntroducing ligands such as 4,4′-dimethylamino-2,2′bipyridine,
hich is known to have strong ligand field stabilization energy.

n such type of complexes, the charge transfer excited states
ecay through radiative pathways.

Table 3 also shows the luminescence quantum yields for
he dyes in PS with different percentages of plasticizers. The
ncorporation of the dyes into PS decreases the lumines-
ence quantum yield referred to solution (the luminescence
uantum yields of the dyes in deoxygenated solution were
.56 ± 0.05 for ETHT 3003 in Ethanol, 0.99 ± 0.05 for N-833
n CH2Cl2 and 0.94 ± 0.05 for N-837 in CH2Cl2) [36,35].
n addition, the luminescence quantum yields decrease with
ncreasing concentrations of the plasticizer. Therefore, the

embrane composition with the best luminescence quantum
ield is based on dye N-926 incorporated into PS without
sing a permanent solvent (luminescence quantum yield of
0 ± 2%).

.3. Oxygen sensing properties

The measurement of the oxygen partial pressure relies
n the quenching of the intense emission from the metal-
o-ligand charge transfer excited state to the ground state
riplet oxygen by energy transfer. If luminescence quench-
ng is entirely diffusional, then the luminescence intensities
re related to the quencher concentration by the Stern–Volmer
quation

I0

I
= 1 +KSV[Q] (2)

here I0 is the luminescence intensity in the absence of a
uencher, I is the intensity at a given quencher concentration
nd KSV is the Stern–Volmer constant.

For the organometallic complexes investigated here, an
ntirely diffusional quenching process is assumed because the
xperimental data can be fitted to the Stern–Volmer equa-
ion with a correlation coefficient (r) > 0.999. Fig. 4 shows the
tern–Volmer Plot for the Ir(III) complex N-926. Assuming that

he hypothesis of dynamic diffusional quenching holds true, the
ynamic range of an oxygen optode is governed by the respective
uenching function and Stern–Volmer constant (2). The varia-
ion in the luminescence intensity as a function of the relative
xygen concentration or partial pressure to nitrogen is given by
he Stern–Volmer equation

I0 = 1 +KSVpO (3)

I 2

here I0 is the luminescence intensity of the sensor in the
bsence of oxygen, I is the intensity at a given partial pressure
f oxygen, pO2 , and KSV is the Stern–Volmer constant. KSV

t
e
s
a

ig. 4. Stern–Volmer plot I0/I = f(pO2 ) for N-926 incorporated into PS without
lasticizer (PSOX membrane) λexc/em = 400/526 nm, slits widthexc/em 2.5/5 nm.

s equivalent to the slope of the response function/correlation
unction.

The experimental results are reported in Table 3. They show
hat the ruthenium complex is characterized by a more promi-
ent Stern–Volmer constant than the iridium complexes, and
herefore show a higher sensitivity to O2. As a consequence, a
igher luminescence quantum yield does not necessarily lead
o a higher Stern–Volmer constant and a higher sensitivity to
xygen. However, the use of a dye with a high luminescence
uantum yield and an adequate Stern–Volmer constant, e.g. N-
26, may reduce scattering interferences and thus permit the use
f less sensitive detectors.

On the other hand, the use of plasticizers decreases the
SV. o-NPOE decreases KSV more than o-CPOE. o-NPOE was
bserved to quench the luminescence emission of the metal com-
lexes and thus reduce the amount of dye that can be quenched by
xygen. In addition, an increase in the concentration of the plas-
icizer goes along with a decrease in the Stern–Volmer constant.
herefore, the most O2-sensitive membrane yielding the highest
SV is still based on ETHT 3003 incorporated into polystyrene

PS) (Table 3).
The completely reversibility of the luminescence emission

f the oxygen-sensitive films do possible the continuously
onitor increasing and decreasing pO2. The physico-chemical

uenching reaction is a reversible process. In addition, the
xygen-sensitive membranes show quick response times: the

95 response times of the sensors are <1 s when changing from
ure N2 to 4 vol.% pO2 , and <2 s when changing from 4 vol.%
O2 to pure N2.

.4. Photostability and long-term stability

The photochemistry of ruthenium and iridium complexes in
olution is dominated by ligand loss and photoanation of one
r more ligands by solvent molecules or counter ions. The pho-
oproducts are non-emissive at room temperature [15]. For this
eason, it is very important to know the photostability and long-

erm stability of the iridium complexes incorporated into PS. The
xperimental results (see “supporting information” for details)
how that the tested membranes present similar photostability in
ir and nitrogen, the presence of o-NPOE as a solvent increases
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Table 4
Stern–Volmer constants, KSV, before and after two consecutive “cleaning in place (CIP)” sterilization processes (50 ◦C/30 min)

Dye Cleaning agent Membrane Before KSV (bar−1)a

First sterilization (% decreasing) Second sterilization (% decreasing)

ETHT 3003 NaOH PS0X 1.63 ± 0.02 1.45 ± 0.03 (11) 1.40 ± 0.03 (14)
1M PS1XC 1.33 ± 0.00 1.25 ± 0.02 (6) 1.27 ± 0.01 (5)

PS2XC 1.17 ± 0.01 1.00 ± 0.02 (15) 0.87 ± 0.04 (26)
H3PO4 PS0X 1.63 ± 0.02 1.34 ± 0.02 (18) 1.31 ± 0.02 (20)
2.5% PS1XC 1.33 ± 0.00 1.30 ± 0.02 (2) 1.18 ± 0.02 (11)

PS2XC 1.17 ± 0.01 0.91 ± 0.02 (22) 0.79 ± 0.02 (32)

N-926 NaOH PS0X 1.20 ± 0.03 1.07 ± 0.03 (11) 1.03 ± 0.05 (14)
1M PS1XC 0.76 ± 0.02 0.71 ± 0.03 (7) 0.72 ± 0.03 (5)

PS2XC 0.59 ± 0.04 0.18 ± 0.03 (69) 0.11 ± 0.05 (81)
H3PO4 PS0X 1.20 ± 0.03 0.99 ± 0.04 (18) 0.97 ± 0.04 (19)
2.5% PS1XC 0.76 ± 0.02 0.74 ± 0.03 (3) 0.67 ± 0.03 (12)

PS2XC 0.59 ± 0.04 0.13 ± 0.04 (78) 0.06 ± 0.05 (90)

N-833 NaOH PS0X 0.34 ± 0.00 0.29 ± 0.02 (15) 0.26 ± 0.03 (24)
1M PS1XC 0.23 ± 0.04 0.23 ± 0.03 (0) 0.23 ± 0.05 (0)

PS2XC 0.25 ± 0.01 0.18 ± 0.01 (28) 0.17 ± 0.02 (32)
H3PO4 PS0X 0.34 ± 0.00 0.31 ± 0.02 (9) 0.33 ± 0.01 (3)
2.5% PS1XC 0.23 ± 0.04 0.21 ± 0.03 (9) 0.21 ± 0.04 (9)

PS2XC 0.25 ± 0.01 0.23 ± 0.02 (8) 0.22 ± 0.02 (12)

N-837 NaOH PS0X 0.71 ± 0.04 0.82 ± 0.05 (−15) 0.84 ± 0.05 (−18)
1M PS1XC 0.66 ± 0.09 0.63 ± 0.08 (5) 0.55 ± 0.05 (17)

PS2XC 0.68 ± 0.01 0.63 ± 0.03 (7) 0.40 ± 0.03 (41)
H3PO4 PS0X 0.71 ± 0.04 0.76 ± 0.03 (−7) 0.80 ± 0.02 (−13)
2.5% PS1XC 0.66 ± 0.09 0.56 ± 0.05 (15) 0.53 ± 0.05 (20)

√
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concentration of o-CPOE makes the membranes more stable to
CIP. High concentrations of o-CPOE decrease the Stern–Volmer
constant of the membrane after CIP, except for N-837, for
which the presence of plasticizer decreases the sensitivity of the

Table 5
Stern–Volmer constants, KSV, before and after the gamma-ray sterilization pro-
cess (14.5 kGy/30 min) (plasticizer-free membranes and polystyrene membranes
dissolved in CPOE)

Dye Membrane Kn (bar−1)a

Before After (% decrease)

ETHT 3003 PS0X 1.63 ± 0.02 1.32 ± 0.02 (19)
PS1XC 1.33 ± 0.00 1.05 ± 0.02 (21)
PS2XC 1.17 ± 0.01 1.00 ± 0.05 (15)

N-926 PS0X 1.20 ± 0.03 0.97 ± 0.02 (19)
PS1XC 0.76 ± 0.02 0.60 ± 0.02 (21)
PS2XC 0.59 ± 0.04 0.50 ± 0.15 (15)

N-833 PS0X 0.34 ± 0.00 0.22 ± 0.00 (35)
PS1XC 0.23 ± 0.04 0.16 ± 0.00 (30)
PS2XC 0.25 ± 0.01 0.14 ± 0.00 (44)

N-837 PS0X 0.71 ± 0.04 0.45 ± 0.07 (37)
PS2XC 0.68 ± 0.01

a The experimental results are expressed as the average of three replicas ±st/

he photobleaching of the dyes and the presence of o-CPOE
inimizes the photodecomposition of the dyes. In the absence

f a plasticizer, the photobleaching of the dyes is increased with
espect to o-CPOE membranes. However, both PS and PS-CPOE
embranes show sufficient light stability to be used as oxygen

ensors. Since their analytical performance (KSV) did not change
ver 3 months storage under ambient conditions, the long-term
tability of all the oxygen-sensitive membranes was considered
o be sufficiently good for measurements in the gas phase.

.5. Sterilizability

For many applications, especially for biotechnology, the sen-
ors have to be sterilized. The oxygen-sensitive membranes
ased on the novel organometallic ruthenium and iridium com-
lexes incorporated into PS with and without plasticizers were
xposed to different sterilization processes. The sterilizability
as established taking the change in their analytical perfor-
ance (Stern–Volmer constant) into account.
Two sterilization protocols were tested: chemical cleaning

cleaning in place; CIP) [47] and gamma irradiation [47].
The CIP protocol consists of treating the membranes by

aOH (1 M) or H3PO4 (2.5%) at 50 ◦C for 30 min, then purging
ith de-ionized water and, finally, drying under ambient condi-
ions. The oxygen-sensitive membranes were subjected to this
reatment twice consecutively. KSV was evaluated before CIP,
fter the first sterilization run and again after the second run
see Table 4). The experimental results show that the oxygen- ±
0.51 ± 0.02 (25) 0.46 ± 0.02 (32)

= 3, t = 4.303 (2P = 0.05)).

ensitive membranes based on ETHT 3003, N-837, N-833 and
-926 incorporated into PS with or without plasticizers can
e sterilized with both acid and basic CIP. In general, a low
PS1XC 0.66 ± 0.09 0.50 ± 0.09 (24)
PS2XC 0.68 ± 0.01 0.44 ± 0.03 (35)

a The experimental results are expressed as the average of three replicas
st/

√
n (n = 3, t = 4.303 (2P = 0.05)).
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embrane. Therefore, the Stern–Volmer constants were con-
erved better in plasticizer-free membranes.

The gamma-irradiation protocol involved exposing the mem-
rane to 14.5 kGy for 30 min. Table 5 shows KSV of the oxygen-
ensitive membranes before and after the gamma irradiation. The
xperimental results show that the oxygen-sensitive membranes
ased on ETHT 3003, N-837, N-833 and N-926 incorporated
nto PS with or without plasticizers can be sterilized by gamma
rradiation. Similar results to those with CIP were obtained and a
ow concentration of o-CPOE made the membranes more stable
ith gamma ray than membranes without plasticizer, but high

oncentrations of o-CPOE decrease the Stern–Volmer constant
f the membrane with gamma-ray irradiation. The beneficial
ffect of the plasticizer during gamma-ray treatment has to do
ith an improved heat dissipation. The temperature within the
oods to be sterilized may rise up to 60 ◦C.

. Conclusions

This report on highly luminescence metal complexes for
nalyzing oxygen in the gas phase and oxygen-sensitive mem-
ranes, describes how they show significant photostability and
omplete reversibility with short response times. It is also possi-
le to sterilize them with gamma radiation. These novel oxygen-
ensitive films can be used in current solid-state opto-electronics
onitoring devices. They can be immobilized by incorporating

hem into nanostructured materials in which they are still pho-
ostable and in which they can still be sterilized.
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bstract

The utility of multivariate optimization methods in the determination of aqueous photolysis rates of organic compounds is examined in this study.
basic pursue was to designate the appropriate experimental design plan that extend the analytical utility of multivariate methods from qualitative

ata interpretation approaches, as applied thus far, to quantitative estimation methods. A three-level second-order central composite design with
arameter concentrations (factor levels) beyond the environmental realistic concentrations was employed for that purpose enabling statistically

ignificant effects to be determined. Method application is demonstrated in the first photodegradation study of two UV absorbing chemicals in
atural waters. The results suggest that the proposed approach of enables a good approximation of the real behavior in terms of both qualitative
nd quantitative data interpretation with minimal loss of information.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Sunlight induced photochemical reactions are probably the
ost important abiotic processes determining the aquatic fate

f organic compounds in natural waters. Two photoinduced
lteration processes are commonly met in the surface layers of
quatic systems: direct and indirect photolysis. In direct pho-
olysis, the organic compounds absorb UV light a procedure
hat either enables them to react with the constituents of water
r induce self-decomposition. Indirect photolysis involves the
hotodegradation of organic compounds caused by photosensi-
izers like oxygen and hydroxyl or peroxy radicals produced by
he photolysis of humic and inorganic substances [1].

Although both processes can occur simultaneously, indirect
hotolysis plays the most important role in the behavior and
nvironmental half-life of organic contaminants. That is because
atural waters contain a variety of substances (dissolved organic

atter (DOM), bicarbonates, nitrates, chloride) that may either

nhibit [2] or enhance [3] the photo-alteration of organic com-
ounds, by scavenging or generating photo-oxidant agents com-

∗ Corresponding author. Tel.: +30 26510 98401; fax: +30 26510 44831.
E-mail address: avlessid@cc.uoi.gr (A.G. Vlessidis).
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ion; Sunscreen agents

rised of both reactive oxygen species and other non-reactive
xygen species transient [4,5]. Thus, irrespectively of the effect
f direct photolysis, indirect pathways are ubiquitous.

The ability and contribution of each reactive transient on
he systematic removal of organic compounds is concentration
epended, and is determined by the steady-state concentration
f the reactants as a result of the mass balance between their
roduction and consumption rates. This in turn is affected by
he composition of natural waters thus the magnitude of each
rocesses will vary depending on the synergistic or antagonis-
ic action among the reactive transients. However, for simplicity
easons, the majority of research articles published hitherto have
ocused on the univariate investigation of each of the parame-
ers that affect indirect photolysis [6,7]. As a result, the observed
nvironmental photodegradation rates and quantum yield of the
hotochemical reactions, which are a superposition of many
ntricate reactions and depend on a variety of factors subject
o diurnal variations, are simplified representations of the actual
ehavior and endanger loss of information.

In order to provide a more realistic description of real-life

hotoinduced transformations, multivariate methods have been
et forth [8–11]. The advantage of these methods is that many
actors can be investigated simultaneously thus obtain a better
nsight into naturally occurring processes. Photofate, a multivari-
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te laboratory-based test system, was the first systematic attempt
owards the combinational investigation of the contributions of
arious reactive transient species to the kinetics of indirect pho-
olysis reactions in environmentally realistic mixtures [9]. The
ystem has been shown to provide a more realistic provision of
nvironmental photodegradation pathways for various organic
ontaminants compared to previous protocols [9,11]. Although
nnovative, the experimental design employed in Photofate has
everal shortcomings. In the first place, it is not based on a spe-
ific experimental design but on empirical observations depend-
ng on the number of constituents (factors) and the concentration
evels. As a result, it does not allow for parameter interactions to
e quantitatively described with a proper mathematical model
n order to predict the photolysis rate constants as a function
f matrix constituents. Furthermore, this approach is limited to
specific number of permutations that can be performed in a

ingle photodegradation experiment, in other words it is lim-
ted by the space availability of the photosimulator. Thus, if the
equence of experiments has to be randomized (e.g. interrupted
ver-night), the method does not reflect systematic changes in
he experimental conditions.

A more coherent approach has been proposed by Walse et
l. [10] using a second-order central composite design to assess
he influence of bicarbonate, nitrate and DOM interactions on
he photodegradation of the insecticide Fipronil. On the basis of
his design, they tried to describe linear and non-linear inter-
ctions and develop a multivariate kinetic model of Fipronil
hotodegradation. Although the latter effort was successful, no
nteractions were observed since only DOM was found to exert a
tatistically significant effect. Therefore, no mathematical equa-
ion able to estimate the photodegradation constants could be
erived. One possible reason is that the factor levels were chosen
o emulate concentrations that bracket those commonly found
n natural waters, thus the differences between factorial (24 ker-
el design) and star (2k star points) levels were too small to
roduce a statistically significant effect at the 95% probability
evel.

From the above discussion it is made clear that multivariate
ethods presented so far, although efficiently described param-

ter interactions in a qualitative manner, they had not been able
o provide an adequate representation of aqueous photolysis on a
uantitative basis. In this context, the primary aim of this study is
o extend the scope and application of multivariate techniques by
esignating the conditions that enable the quantitative descrip-
ion of parameters affecting aqueous photolysis. To achieve this
oal, factor levels were assigned values below and above the
nvironmental realistic concentrations, in order to increase the
bsolute distance between factorial and star point levels, and fit-
ed to a response surface second-order polynomial model. Data
or verification were produced by investigating the photodegra-
ation kinetics of two UV absorbing chemicals (also called
unscreen agents) in natural waters, a task which has seem-
ngly never been reported before. The results suggest that the

roposed approach provides a discrete response for each param-
ter and reduces the uncertainty between factor interactions thus
nabling the quantitative interpretation of aqueous photolysis
ata.
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. Experimental

.1. Reagents

3-(4-Methylbenzyldene)-camphor (Eusolex 6300 or E6300)
nd octyl methoxy cinnnamate (Eusolex 2292 or E2292) were
urchased from Merck (Darmstadt, Germany). Humic acid stan-
ard were purchased from Fluka. The solvents used ethyl acetate,
ichloromethane, methanol, acetonitrile and water were of the
ighest available purity (HPLC grade) and were obtained by
abscan, Ltd., (Dublin, Ireland). C18 cartridges (500 mg) were
btained from Chromabond (Machereu Nagel Gmd H&Co.) and
tted to a 12-port SPE vacuum apparatus (Supelco Preppy) pur-
hased from Supelco (Bellefonte, USA).

.2. Chromatographic conditions

The decrease of E6300 and E2292 concentrations during
hotolysis was monitored using a chromatographic system com-
rised of a Shimadzu on-line degassing system DGU-14A cou-
led to a FCV-10AL controller unit and an LC-10AD high-
ressure solvent delivery pump, with a 20 �L sample loop injec-
or. Analytes identification and quantitation was performed with
n SPD-M6A UV/diode-array detector working under the Class
10A Software (version 1.20). The column material was an
PEX C18 (Jones Chromatography, UK), with particle size of
�m, (25 cm × 4.6 mm i.d.). Isocratic elution was used for the
lution of the UV absorbing chemicals from the column with
mobile phase composed of acetonitrile/water (80/20%, v/v)

12]. Data collection was performed by obtaining one spectrum
er second. The peaks representing the target species were rec-
gnized both by their retention time and their spectrum profile.

.3. Irradiation experiments

The aqueous photolysis of Eusolex 6300 and Eusolex 2292
0.2 �g mL−1) was performed separately with synthetic field
ater (60 mL) which composition varied according to the setup
f the experimental design. The experiments were performed
n temperature controlled (to maintain the temperature below
0 ◦C) continually stirred cylindrical Pyrex cells (to filter wave-
engths below 290 nm). The initial solutions were allowed to
quilibrate for 10 min with rapid mixing before a sample was
ithdrawn to determine the actual (initial) concentration of the

xamined sunscreen agents. The solutions were irradiated with
water refrigerated 150 W high-pressure mercury vapour lamp

Heraeus TQ 150, Hanau, Germany) (λ> 290 nm) from 0 to
40 min. This light source was allowed to stabilize for 15 min
rior to use.

Three sample points were sampled over the irradiation period
or each compound. Linear regression of the logarithmic con-
entration values determined as a function of time was used
o generate the pseudo-first-order reaction rate constants as the

lope of the equation: Ct = C0 e−kt where Ct is the concentra-
ion at time t, C0 the initial (actual) concentration and k is the
ate constant (slope). The actual phototransformation constants
ere calculated by subtracting the exponents of the degradation
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with k the number of variables (factors), b0 the intercept param-
eter and bi, bij, bii regression parameters for linear, interaction
and quadratic factor effects, respectively. The corresponding
design matrix (Fig. 1) consisted of 17 experiments of which 14

Table 1
Factor definitions, coded levels and design points of the three-factor CCD

Coded
Levels

X1: nitrate
(NO3)

X2: dissolved organic
matter (DOM)

X3: sodium
chloride (NaCl)

−α 1 1 1
−1 5 5 6000
90 D.L. Giokas, A.G. Vlessid

urves representing the apparent degradation and the degrada-
ion owned to hydrolysis and volatilization calculated from EPI
uite v3.10 [13]. In that way the calculated constants and half-
ives were more realistic minimizing the contribution of other
actors that could overemphasize the importance of photolysis.

.4. Analytical methods

Aliquots of 3 mL were removed from the reactor with an aid
f an automated 5 mL pipette. Due to the low concentrations
f the analytes the samples were preconcentrated on C18 car-
ridges. Before extraction, the cartridges were conditioned with
.5 mL ethyl acetate/dichloromethane (1:1), followed by 5 mL
f methanol and 3 mL of deionized water. Next, the sample was
ercolated through the cartridge under vacuum at a flow rate of
mL/min and the cartridge was dried for about 5 min. The ana-

ytes were extracted with 4 mL of ethyl acetate/dichloromethane
1:1). The extracts were evaporated to dryness under a gentle
tream of nitrogen and re-dissolved in 50 �L of methanol in
caled Ependorf vials. Extraction efficiencies, assessed by for-
ifying aqueous solutions with the maximum concentrations of
he indirect photolysis factors used in this study (19 mg/L DOM,
9 mg/L NO3

− and 32 g/L NaCl), were 96.0 ± 0.7% for Eusolex
300 and 97.2 ± 0.9% for Eusolex 2292.

. Results and discussion

.1. Selection of the experimental design approach

When trying to investigate naturally occurring processes sev-
ral factors must be considered. In this context, the selection of
he appropriate experimental design method is an essential pre-
equisite for obtaining as realistic results as possible.

Two-level screening designs (2k full factorial designs) enable
he estimation of main effects and interactions between factors
hich by definition limits their application to case-specific stud-

es where there is previous experience that the concentration of
he investigated factors does not vary significantly [14] (e.g. sea-
onal changes). Their most important limitation though is that
he number of experimental units increases rapidly as the number
f factors increase, rendering the overall effort time-consuming
nd costly.

Fractional factorial designs (2k − p designs) solve the problem
f increasing experimental runs with the number of factors but
hey are still of limited use since they are based on the assump-
ion of two-levels for each factor (high-low) while they assume
hat certain interactions between factors are negligible or even
mpossible, a situation which is rather unlike for environmental
tudies and prone to information loss [14,15].

Three-level designs overcome the barriers imposed by the
revious methods offering the most realistic solution. Central
omposite and Box–Behnken designs are the most powerful
andidate options. Box–Behnken designs are more versatile but

hey are limited by the representation of the dependence of the
esponses in dependence of a single factor [16]. Central compos-
te designs (CCD) consist of a full or fractional factorial design
nd an additional design, often a star design, where the centers of

0
+
+

A

lanta 71 (2007) 288–295

oth designs coincide. In CCD the number of experimental runs
s calculated from: r = 2k − p + 2k + n0, where k is the number of
actors, p the number of reduction of the full design and n0 is
he number of experiments in the center of the design. The only
imitation of this method is that the star points are outside the
ypercube so that the number of levels that need to be adjusted
or every factor is actually five instead of three [15,16]. However,
his statistical attribute may be advantageous in environmental
hotolysis studies since it enables a clear provision of the effect
f each factor on the final response.

Taking all the above into consideration, a three-level CCD
ith five levels for each factor and two orthogonal blocks was
uilt. The factorial block 1 contains 8 factorial points and 2
enter points, that is, 10 experiments. The axial block 2 has 6
xial points plus 1 center point, that is, 7 experiments. Thus,
lock orthogonality is ensured. The corresponding star arm is
hen calculated as:

=
{

k × 1 + fs0/fs

1 + fc0/fc

}1/2

≈ 1.7

here a stands for the distance of the star points from the center
f the design; k is the number of factors in the design; fs0 the
umber of center points in the star portion of the design; fs the
umber of non-center star points in the design; fc0 the number
f center points in the cube portion of the design and fc is the
umber of non-center cube points in the design.

The selected factors and their levels are listed in Table 1.
hese levels were chosen on the basis of examining the effect
f each variable in various conditions ranging from clear to pol-
uted water in order to obtain a clear response on the effect of
ach variable. Initial sunscreen concentrations were not consid-
red as a separate factor and maintained constant in order to
educe the experimental points. To quantify and interpret the
elationships between responses and factor effects the response
urface method (RSM) was employed. The response y (reaction
ate constants) as a function of the variables (factors) and all
ossible interactions was estimated as:

= b0 +
k∑

i=1

bixi +
k∑

1≤i≤j
bijxixj +

k∑

i=1

biix
2
i

10 10 15000
1 15 15 25000
α 19 19 32000

ll values are in mg/L.
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ig. 1. Three-dimensional (3D) plane of the selected three-factor central com-
osite design composed of six cube points, six axial points and three center
oints.

here experimental points and 3 center point (star) replications
Table 2).

.2. Multivariate photolysis

.2.1. Evaluation of main effects
The main effects of each of the parameters on the photol-

sis rate constants of the target UV absorbing chemicals are
iven in Fig. 2. From these plots it can be inferred that max-
mum photodegradation of E6300 can be accomplished at the

edium value of DOM (0 coded level), minimum value of NaCl
−α coded level) and maximum value for NO3

− (+α coded

evel). Maximum depletion can also be achieved for E2292 at
he lowest DOM concentration (−α coded value), the medium
aCl concentration (0 coded level) and the highest NO3

− level
+α coded level). However, these plots only reveal the optimum

t
o
p
d

able 2
isting of experimental parameters, observed rate constants of E6300 and E2292 and

un Block NO3 DOM NaCl kpho

1 1 5 5 6000 0.00
2 1 5 15 6000 0.00
3 1 5 5 25000 0.00
4 1 5 15 25000 0.00
5 1 15 5 6000 0.01
6 1 15 15 6000 0.01
7 1 15 5 25000 0.01
8 1 15 15 25000 0.00
9b 1 10 10 15000 0.00
0b 1 10 10 15000 0.00
1 2 10 1 15000 0.01
2 2 10 19 15000 0.00
3 2 10 10 1 0.00
4 2 10 10 32000 0.00
5 2 1 10 15000 0.00
6 2 19 10 15000 0.01
7b 2 10 10 15000 0.00

a Coefficient of determination for ln[concentration after time t]/[intial concentratio
b Indicates center point experiment.
ig. 2. Plot of main effects for (a) E2292 photolysis rate constants and (b) E6300
hotolysis rate constants.

maximum depletion) conditions but do not enable neither the
nvestigation of the interactions among the factors nor the predic-

ion of photodegradation rate constants at various combinations
f factor levels. To accommodate factor interactions and the
rediction of photodegradation rates, multivariate analysis was
eployed.

experimental blocking

to (E2292) kphoto (E6300) r2 (E2292)a r2 (E6300)a

732 0.00552 0.95 0.94
708 0.00782 0.97 0.95
72 0.00449 0.97 0.96
696 0.00552 0.99 0.97
164 0.00736 0.96 0.94
008 0.00840 0.92 0.96
116 0.00966 0.95 0.97
984 0.00782 0.94 0.99
96 0.00817 0.99 0.98
972 0.00794 0.95 0.99
177 0.00713 0.98 0.99
781 0.00690 0.97 0.98
902 0.00874 0.99 0.94
858 0.00805 0.97 0.97
737 0.00518 0.96 0.95
111 0.00978 0.95 0.98
858 0.00851 0.92 0.96

n at t0] vs. time.
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.2.2. Evaluation of multivariate interactions
To account for the photolysis rates as a function of factor inter-

ctions a reduced model was set forth which takes into account
nly the significant contributions The outcome of the statis-
ical treatment along with the analysis of variance (ANOVA)
or the fit of the full second-order model to the data from the
hree-factor CCD is summarized in Table 3. The coefficients of

ultiple determinations, r2, representing the fit of the models
o the experimental data was 0.8993 for E2292 and 0.9758 for
6300 which means that 90 and 97% of the data about their

ean was accounted for by the factor effects in the model. The

tatistically significant variables (noted in bold font in Table 3)
t 95% level of confidence (i.e. student t < 0.05) were the linear
nd quadratic effects of NO3

−, the quadratic effect of DOM and k

able 3
ultivariate results and analysis of variance of the central composite design (d.f. = de

Coefficient Standard error t for null hypoth

2292 parametersa

b0: intercept 0.009335 0.000501 18.65111
b1: NO3 0.001497 0.000234 6.39360
b2: DOM −0.000734 0.000234 −3.13269
b3: NaCl −0.000124 0.000234 −0.53150
b11: NO3·NO3 −0.000103 0.000258 −0.39903
b22: DOM·DOM 0.000092 0.000258 0.35530
b33: NaCl·NaCl −0.000258 0.000258 −1.00250
b12: NO3·DOM −0.000300 0.000306 −0.98038
b13: NO3·NaCl −0.000060 0.000306 −0.19608
b23: DOM·NaCl 0.000030 0.000306 0.09804

Blocks
Regression model

Linear
Square
Interaction

Residual error
Lack of fit
Pure error

orrected total

6300 parametersb

b0: intercept 0.008286 0.000224 37.019
b1: NO3 0.001291 0.000105 12.323
b2: DOM 0.000157 0.000105 1.498
b3: NaCl −0.000203 0.000105 −1.937
b11: NO3·NO3 −0.000375 0.000115 −3.257
b22: DOM·DOM −0.000538 0.000115 −4.668
b33: NaCl·NaCl −0.000050 0.000115 −0.436
b12:NO3·DOM −0.000518 0.000137 −3.782
b13: NO3·NaCl 0.000633 0.000137 4.622
b23: DOM·NaCl −0.000518 0.000137 −3.782

Blocks
Regression model

Linear
Square
Interaction

Residual error
Lack of fit
Pure error

orrected total

a r = 0.9483, r2 = 0.8993, adjusted r2 = 0.7315.
b r = 0.9878, r2 = 0.9758, adjusted r2 = 0.9355.
lanta 71 (2007) 288–295

ll cross-product terms in the case of E6300, while for E2292
nly the linear effects of DOM and NO3

− were found to affect
he reaction rate constant. For the other factors, non-significant
nteractions were observed at the concentration zones studied.
nterestingly, the block effect was also not significant indicating
ack of systematic error in the experimental conditions.

After dropping the insignificant coefficients, the regression
quations in the dimensional form are:

E6300
photo = 0.008286 + (0.001291X1) + (−0.000518X1X2)
+ (0.000633X1X3) + (−0.000518X2X3)

+ (−0.000375X2
1) + (−0.000538X2

2),
E2292
photo = 0.009335 + (0.001497X1) + (−0.000734X2)

grees of freedom)

esis Sum of squares d.f. Mean squares p-Value

1 0.000002
1 0.000689
1 0.020255
1 0.614167
1 0.703684
1 0.734522
1 0.354805
1 0.364758
1 0.851022
1 0.925095

5.86 × 10−8 1 5.86 × 10−8 0.789
3.99 × 10−5 9 4.43 × 10−6

3.82 × 10−5 3 1.27 × 10−5 0.021
7.56 × 10−7 3 2.52 × 10−7

9.67 × 10−7 3 3.22 × 10−7

4.49 × 10−6 6 7.48 × 10−7

4.49 × 10−6 5 8.98 × 10−7 0.068
7.20 × 10−9 1 7.20 × 10−9

4.44 × 10−5 16 2.78 × 10−6

1 0.000
1 0.000
1 0.185
1 0.101
1 0.017
1 0.003
1 0.678
1 0.009
1 0.004
1 0.009

1.01 × 10−6 1 1.01 × 10−6 0.102
3.60 × 10−5 9 4.00 × 10−6

2.36 × 10−5 3 2.36 × 10−5 <0.001
4.88 × 10−6 3 4.88 × 10−6 0.021
7.49 × 10−6 3 7.49 × 10−6 0.022
8.99 × 10−7 6 1.50 × 10−7

8.72 × 10−7 5 1.74 × 10−7 0.287
2.65 × 10−8 1 2.65 × 10−8

3.70 × 10−5 16 2.31 × 10−6
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Once the regression models have been formulated, their
dequacy of fit and their residual variance (lack of fit) were
alculated in order to ensure that the models are an adequate
pproximation of the data. The F-values for E6300 and E2292
ere 0.027 and 0.17, respectively, which are both lower than

he tabulated F-value (4.15) signifying that the models can ade-
uately represent the data. The F-statistics for the lack of fit tests
as 6.59 and 124.65 for E6300 and E2292, respectively. For a

ignificant lack of fit, the F-values would have to be as large as
30.2 (tabulated F0.05 (5,1) value) indicating that all differences
etween the means obtained in the different experimental con-
itions can be sufficiently explained by the produced models

nd there are no additional significant effects that need to be
ccounted for.

The visualisation of E6300 and E2292 photodegradation rate
onstants as a function of two of the studied variables was

b
b
n
r

Fig. 3. Three-dimensional (3D) response surfaces of the multivariate optimi
lanta 71 (2007) 288–295 293

ttained keeping constant the rest of the variables at the medium
evel (‘0’ in coded units) of the experimental domain. The three-
imensional response surfaces of this polynomial fit and for all
ossible parameter combinations are depicted in Fig. 3.

Based on these graphs and the parameter coefficients of
able 3 we attempted to interpret the behavior of the sunscreen
ompounds as a function of matrix constituents. The negative
alue of DOM coefficient (b2) indicates retardation of E2292
hotodegradation in the presence of organic matter. This can be
xplained by a competition process between DOM and E2292
or the available photons, thus slowing down the direct photo-
hemical reaction (optical filter effect) [17]. Another reason may

e the partial binding between DOM and E2292 by hydropho-
ic partitioning or weak van der Waals forces, a fraction that is
ot available to photolysis action. Furthermore, DOM has been
ecognized as the most important scavenger of •OH radicals in

zation for E2292 (a–c) and E6300 (d–f). Factor levels in coded units.



294 D.L. Giokas, A.G. Vlessidis / Talanta 71 (2007) 288–295

(Cont

l
i
t
c
t
h
t
i
s
p
c
e
t

b
m
m

v
a
b
o
o
i
i
o
t
d
s
c
e

Fig. 3.

ow-alkalinity waters therefore the reduction of oxidizing rad-
cals may be another reason for this pattern [18]. With regards
o nitrate, the positive sign of NO3

− linear effect (b1X1) indi-
ate acceleration of photolysis rate with increasing concentra-
ions. This can be ascribed to the photochemical production of
ydroxyl radicals which have been shown to act as photosensi-
izers to the light mediated transformation of organic compounds
n natural waters [19]. For the other parameters no statistically
ignificant interactions were observed therefore their influence
lays a secondary role. The most interesting finding is that
hloride retarded the photodegradation rate at concentrations
quivalent to estuarine or seawaters a situation which is consis-
ent with •OH scavenging by chloride ions [20].
For E6300, the linear effects of NO3
− and DOM (b1X1 and

2X2) gathered in Table 3 suggest that the influence of these
atrix constituents increase of its photodegradation rate. This
eans that DOM act as photosensitizer a case which has been

N
t
t
r

inued ).

erified in both laboratory and field experiments [8,9], especially
t low nitrate levels. The negative sign of the interaction term
etween NO3

−–DOM (b12X12) may be due to the scavenging
f aqueous electrons from nitrate produced upon the photolysis
f DOM [21]. This is further supported by the theory that DOM
s both an important photosensitizer and a scavenger of reactive
ntermediates and photons [8,22] and its behavior is a function
f sample matrix composition [8,9]. Supportive to this observa-
ion are the negative coefficients of the quadratic terms indicating
eceleration of the photolysis rates. In the case of DOM, beyond
cavenging of •OH radicals, this can also be attributed to the
ompetitive light absorption of DOM over E6300 (optical filter
ffect). In the case of NO3

−, it has been reported that at elevated

O3

− levels increasing DOM concentrations reduce the pho-
odegradation rate constants [9]. Since the quadratic effects of
he investigated parameters have been examined by keeping the
est constant at the medium level (0 coded units) this observation
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s not strange. With regards to NaCl, almost all coefficients were
olding a negative sign implying that chloride ions scavenge
ydroxyl radicals thus reduce the photolysis rates especially at
he maximum NaCl and DOM concentrations (Fig. 3d). This

ay be attributed to increased E6300 binding to DOM as water
alinity increases, a case which has also been observed for other
rganic contaminants [23].

An interesting observation from the second-order polynomial
odels is that they can detect (environmental) parameter inter-

ctions irrespectively of the effect of the linear terms on the
hotolysis rate constants, a case which is not possible with uni-
ariate methods. In the case of E6300 both NO3

− and DOM have
he largest positive coefficients but their quadratic and interac-
ion products have negative signs. Similar observations can be

ade with E2292. This indicates that the produced coefficients
an quantitatively reflect qualitative changes in the photolysis
ates induced by parameter interactions. However, the coeffi-
ients values will be produced on the grounds of obtaining the
est polynomial equation that efficiently estimates photolysis
ates. In the compromise of these two aspects (data interpretation
nd simulation) some coefficients may not always have a phys-
cal meaning or the mechanisms responsible for the observed
ehavior may be too intricate to be accounted for by the present
pproach. In that case, more complex designs or specifically
riented experiments should be considered as supplementary. In
ur study, the interaction term of NO3

− with NaCl for E6300
olds a negative sign which is rather unexpected. A possible
xplanation could be given by inspecting the graphs of Fig. 3
here the maximum NaCl and NO3

− concentrations increase
he photolysis rate while reduction of either NaCl or NO3

− have
he opposite effect. Intuitively, we inferred that this trend reflects
he relative importance of DOM (as previously discussed) on the
nfluence of NO3

− and NaCl but the design could not lead to
ecure conclusions.

. Conclusions

In this study, the analytical utility of multivariate chemo-
etric techniques in the investigation of aqueous photolysis
f organic compounds has been demonstrated. The novelty of
he method lies not only with the investigation of photolysis
ehavior of sunscreen agents in natural waters but also with
he formulation of the experimental design. In contrast to pre-

[

[
[

lanta 71 (2007) 288–295 295

ious methods where environmentally realistic sample matrixes
ere used, this study demonstrates that in order to delineate

omplex factor interactions their effect should be investigated
ver a large concentration range. In that manner, the absolute
nd relative contribution of each parameter can accurately be
efined on both a qualitative and a quantitative basis. As with
ost mathematical models, some loss of physical information
ay be observed. However, the results suggest that the proposed
ethod is subject to minor interferences of this kind.
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bstract

Laser-induced breakdown spectroscopy (LIBS) system was developed for determination of toxic metals in wastewater collected from local paint
anufacturing plant. The plasma was generated by focusing a pulsed Nd:YAG laser at 1064 nm on the solid residue from wastewater collected from

aint industry. The concentration of different elements of environmental significance like, lead, copper, chromium, calcium, sulphur, magnesium,
inc, titanium, strontium, nickel, silicone, iron, aluminum, barium, sodium, potassium and zirconium, in paint wastewater were 6, 3, 4, 301, 72,
00, 20, 42, 4, 1, 35, 120, 133, 119, 173, 28 and 12 mg kg−1, respectively. The evaluation of potential and capabilities of LIBS as a rapid tool for
aint industry effluent characterization is discussed in detail. Optimal experimental conditions were evaluated for improving the sensitivity of our
IBS system through parametric dependence study. The laser-induced breakdown spectroscopy (LIBS) results were compared with the results
btained using standard analytical technique such as inductively coupled plasma emission spectroscopy (ICP). The relative accuracy of our LIBS

ystem for various elements as compared with ICP method is in the range of 0.03–0.6 at 2.5% error confidence. Limits of detection (LOD) of our
IBS system were also estimated for the above mentioned elements.
2006 Elsevier B.V. All rights reserved.

eywords: Laser-induced breakdown spectroscopy (LIBS); Multi-elemental analysis; Lead poisoning and detection; Laser diagnostics; Paint industry effluent;
aint i
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tomic emission plasma spectroscopy; Environmental challenges related with p
IBS applications

. Introduction

An unfortunate consequence of industrialization and indus-
rial production is the generation and release of toxic waste
roducts which are polluting our environment. The paint indus-
ry is one of the major contributors for polluting the soil and
ater resources with poisonous substances such as Pb, Cr and
d. The paint industry uses about 300 different types of raw
aterials for production of different kinds and qualities of paints.
bout 15% raw materials of this industry is petroleum-based [1].
he major raw material of paint industry is pigments, zinc oxide,

itanium oxide, lithopone, mineral, turpentine, resins, vegetable

esins and gums. Metal and metal oxides are added to paint for
igmentation, film strength, spreading quality and to enhance
eather resistance [2]. The paint is categorized in two board

∗ Corresponding author. Tel.: +966 38602351; fax: +966 38604281.
E-mail address: magondal@kfupm.edu.sa (M.A. Gondal).

t
i
s
l

t
i

039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.03.022
ndustry waste; Environmental impacts of trace metals; Trace metals detection;

lasses: water-based paint and other solvent based paint. The
aint industry in Saudi Arabia produces a wide range of finished
nd intermediate products which are pigments, distempers, plas-
ic emulsion, enamel, undercoat, primers, rubber paint, air craft
aint, marine paint, anticorrosive paint, antifouling paint, etc.
3]. The main source of wastewater in any paint industry is the
anufacturing plant water-based paint. The estimated quantity

f process wastewater is 3–7 m3/day for a normal operating day
or a typical paint industry [4]. Usually high volume of wastewa-
er is generated during washing activities at paint industrial units
n the water-based paint manufacturing area and water-based
esin manufacturing area and lead-chromate pigment manufac-
uring process zone. The environmental challenges for the paint
ndustry are associated with wastewater generation, air emis-
ion and solid waste contaminated with toxic metals such as

ead, chromium and cadmium [5,6].

Many studies have warned us about the health risks due to
oxic metal-containing paint at our homes, work place and other
ndustrial units using paint. For example lead (Pb) poisoning
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ay be one of the most prevalent diseases of environmental and
ccupational origin due to the use of lead in paints in buildings.
ts toxic effects, which include anemia, neurological problems
which may be largely irreversible), colic, renal and reproductive
roblems, are various and can be severe. Children and develop-
ng fetuses are especially at risk for Pb poisoning [7]. Just a
ew �g/dl can cause developmental problems in children, while
100 �g/dl can cause death in children.

Wastewater from paint industry can be highly toxic to the
nvironment as well. It harms fish, wildlife, and contaminates
he food chain if poured down a storm drain. It can also pollute
roundwater if dumped onto the ground. Excessive paint pouring
own the drain disrupts microbes and causes sewage treatment
o be less effective. Paint has also adverse effects on human
ealth occupants [8]. If used in closed area, its chemical compo-
ents can irritate eyes, skin and lungs and causes headaches and
ausea. It can also contribute to respiratory problems, muscle
eakness, liver and kidney damage. The other metals along with

ead which are present in paint such as chromium and cadmium
lso pose many health risks [9]. To understand and minimize the
azardous effects of paint on environment and human health,
here is a great need for the development of an analytical tool
hich could determine the heavy metals content in paint and
astewater from paint industry accurately and rapidly.
Laser-induced breakdown spectroscopy (LIBS) is an emerg-

ng technique for the rapid and accurate analysis of solid waste.
ill date, most of the work on quantitative and qualitative analy-
is using LIBS has been focused to solid samples and much less
ork has been carried out on liquid samples [10,11]. The main

eason for application of LIBS for solid samples could be that
nalysis of liquid samples by existing analytical techniques is
ell established and does not require preparatory steps as often

equired for the analysis of solid samples using conventional
nalytical techniques (i.e. atomic absorption spectrometer, ICP,
tc.). In addition, the LIBS applications for analysis of liquid
amples is not straight forward matter and could embrace many
roblems with laser-plasma generation mechanism from liquids,
s compared with laser produced plasmas from solid samples.
his could be due to the low density of liquids as compared with
olids and also shock waves associated with vaporization of liq-
id samples to create aerosol above the liquid surface. These
erosols may disturb the incident laser radiations and the plasma
mitted light returning to the spectrometer [12]. In addition,
hese aerosols could damage the optical components employed
or guiding the laser beam onto liquid surface and for the collec-
ion laser produced plasma emission. It is also probable that laser
ulse could induce bubbles inside liquids that are not transparent
o laser-induced plasma and could affect the reproducibility of
he results.

In order to overcome the above mentioned problems for
nalysis of paint samples in liquid by using LIBS, residue of
astewater from paint industry was collected on a filter paper

nd laser produced plasma from paint residue on filter paper was

hen analyzed using our LIBS spectrometer. This approach was
dopted in this study to test the effluent of paint industry wastew-
ter samples collected from local paint manufacturing plant. The
oundation for LIBS setup is a solid-state, short-pulsed Nd:YAG

a
f
p
Q

lanta 71 (2007) 73–80

aser that is focused on a sample to generate a high-temperature
lasma. Upon cooling, the excited atomic, ionic, and molecu-
ar fragments produced within the plasma emit radiation that is
haracteristic of the elemental composition of the material in
he volatilized sample. The LIBS technique has proven capa-
le of detecting many metals of environmental concern in both
atural and anthropogenic materials. Because off-site analysis
s unnecessary, the measurement complexity is greatly reduced
nd there is no chance for sample loss or cross-contamination
uring transport or complicated preparations for laboratory anal-
sis. Additional LIBS advantages include the ability to conduct
tandoff distance measurements (perhaps up to 100 m) which
llows access to difficult (i.e. contaminated) locations, a small
ample size (<1 �g) which allows for discreet elemental analy-
is of individual particles, and the analysis of certain elements
utside the capability of other current field portable techniques
such as X-ray fluorescence, XRF). Due to this reason, a system
ased on LIBS principle is being developed for future missions
f NASA for remote analysis of geological rocks present on Mars
urface [13]. Laser-induced breakdown spectroscopy (LIBS) has
lot of applications as a fast and simple method to analyze and

o determine the elemental composition of various solid samples
uch as alloys, glass, paint and soil [14–19].

The important parameter [20,21] which can influence the sen-
itivity of LIBS system include the laser pulse characteristics
pulse width, energy), the sample homogeneity and the sampling
eometry (distance from the focusing lens to the sample, focal
ength of the collecting lens, fiber optics, etc.). All these param-
ters were optimized to achieve the best limit of detection using
ur system prior to its applications for the analysis of wastewater
amples collected from local paint manufacturing plant. The aim
f this work is to analyze the wastewater of paint manufactur-
ng plant using LIBS spectrometer for environmental concerns.
he data obtained concerning concentration of the contaminants
ith our LIBS spectrometer was crosschecked with the standard
ethod such as inductively coupled plasma (ICP) spectrome-

er. The results obtained with our LIBS setup were in excellent
greement with ICP results. The development of the LIBS sys-
em for environmental and other analytical applications such as

onitoring of toxic metals in paint industrial wastewater is a
ontinuity of our group activities for development of laser based
ollution monitoring systems like photo-acoustic and LIDAR
ystem [22–29].

. Experimental setup details

A schematic diagram of the experimental setup applied for
he analysis of wastewater of paint manufacturing plant is shown
n Fig. 1. LIBS system used in this study consists of Ocean
ptics LIBS 2000+ spectrometer, a sample chamber, OOILIBS

oftware, Nd:YAG laser (Spectra Physics, Model GCR100). It
an deliver maximum pulse energy of 1 J with a laser pulse
idth of 8 ns and operate at a 10 Hz pulse repetition rate, oper-
ting in Q-switched mode. Here 1064 nm radiations emitted at
undamental frequency from Nd:YAG laser were applied for
roduction of plasma spark at target surface. A pulse from this
-switched Nd:YAG laser at fundamental wavelength 1064 was
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Fig. 1. Schematic diagram of the experimental setup ap

ocused by a convex lens of focal length 30 mm onto the residue
ample of paint industry collected on a filter paper to create a
lasma spark or breakdown in the sample. The laser energy was
easured with a calibrated energy meter (Ophir Model 300)

or the study of dependence of LIBS signal on incident laser
nergy.

The pulse energy utilized in this experiment was in the range
f 50–120 mJ. The light from the plasma spark is collected by
collimating lens using UV graded fused silica 1 m, multi-
ode sampling fiber with SMA connector and is transferred to
IB2000+ spectrometer (Ocean Optics). Our LIBS 2000+ has

our spectrometer modules to provide high resolution (FWHM
.1 nm) in the 200–620 nm wavelength region. The detector
as a gated CCD camera having 14,336 pixels. This makes
t possible to measure a LIBS spectrum over broad spectral
ange (200–620 nm) simultaneously with high spectral resolu-
ion (0.1 nm). The emission is observed at a 45◦ angle to the
aser pulse. Software built in the spectrometer read the data from
he chip and reconstructed the spectrum. For each LIBS anal-
sis, a sample of paint residue on filter paper was pasted on a
tain less steal platform disc shaped (20 mm diameter × 10 mm
ong) mounted on a rotary table. The table was positioned such
hat the focal volume of the laser pulse was centered in the
isk holding the sample. Twenty laser pulses were directed into
he cup to complete one measurement. The table was rotated
sing a step motor having 12 revolutions per minutes. The con-
entrations of different trace metals present in the wastewater
amples were also measured with a calibrated ICP spectrom-
ter to verify the results achieved with our calibrated LIBS
ethod.
The gating of the ICCD camera is important for the improve-

ent of LIBS sensitivity. The first trigger from the delay gener-

tor fired the flash lamp of the laser, while the second one was
ent to the Q-switched of the laser build in LIBS spectrometer
ith delay of 145 �s relative to the first trigger. Here trigger is

ent to the ICCD which gate the input to the ICCD camera.

w
w
a

for the analysis of industrial paint wastewater samples.

.1. Sample preparation and reagent used for LIBS and
CP analysis

The wastewater generated by pigment manufacturing pro-
ess at paint manufacturing plant located in Industrial City
iyadh, Saudi Arabia contains heavy metals especially lead and
hromium. Usually the wastewater is discharged without any
reatment. Only few units have installed sedimentation tanks for
hysical treatment of wastewater before discharging into sew-
rage line. Depending on the size of the unit about 90–300 l
f used solvent is generated per day, from a solvent-based-paint
lant. But during cleaning of different containers discharge level
ncreases five times higher than the normal level. We took the
amples of wastewater during normal peak working hours of
lant in plastic bottles according to the standard procedure. The
lastic bottles were thoroughly washed to avoid any contamina-
ion before taking samples.

Analytical-reagent grade chemicals without further purifica-
ion were used for the calibration and analysis of paint samples
y ICP and LIBS method. For calibration purposes, the metals
sed are lead, copper, chromium, calcium, sulphur, magnesium,
inc, titanium, strontium, nickel, silicone, iron, aluminum, bar-
um, sodium, potassium and zirconium. All these metals in
owder forms were of high purity (99.99%) and procured from
isher Scientific, USA. For the construction of the calibration
urves, different stoichometric samples comprising these met-
ls were prepared. Pure metals in powder form were mixed with
he matrix material KBr in a ball milling apparatus in order to
nsure good mixing and homogeneity. It was thoroughly mixed
nd grinded to make a homogeneous mixture. Here the KBr
sed as binding material (matrix) was of high purity (99.99%)
rocured from Fluka, Germany.
For the analysis of paint samples using ICP technique, the
astewater sample collected from paint manufacturing plant
as digested with nitric acid (99.99%, Fisher Scientific, USA)

nd left over night. The resulting residue was then ashed at
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00 ◦C. The ashed sample was further diluted with nitric acid
99.99%, Fisher Scientific, USA) and the resulting solution was
nalyzed for poisonous metals using inductively coupled plasma
pectrometer calibrated using reference standards of three level
ccuracy. For laser-induced breakdown spectroscopy, wastew-
ter collected from a paint manufacturing plant was filtered
n a filter paper and the residue was thoroughly mixed and
ere dried at 105 ◦C in an oven. The dried paint waste residue
as then shifted to LIBS ablation chamber. In order to test the
omogeneity of our samples, several LIBS measurements were
erformed at different locations of the surface of residue paint
ample.

. Results and discussion

The important experimental parameters, which can affect the
imit of detection (LOD) in LIBS, are laser energy, gate delay
ime, focusing lens for incident laser radiation, collecting lens
or laser produced emission and target rotation speed. The main
arameters which were studied in this experiment for improve-
ent of LOD and are mentioned in this work are laser energy,

ate delay time while other were optimized for best signal to
oise ratio of LIBS signal.

.1. Dependence of LIBS signal intensity on incident laser
nergy

In LIBS, one requires high-pulse energy of laser beam to
enerate plasma and to excite the sample species into ionic and
eutral atomic transitions. The laser energy can affect the prop-
rty of the induced plasma and eventually the figure of merit
f LIBS measurement. The signal of the analyte lines is propor-
ional to the laser energy [30] while the laser produced plasma is
n the optical thin region. This has been confirmed from constant
atios of the multiplet lines of the test elements over the range
f the data.

We recorded the emission spectra at different laser energies to
tudy the effect of the laser energy on the line emission intensity.
lasma emission spectra were recorded for most of the elements
nder investigation at different laser energies. A time delay of
.0 �s was used throughout this study. To study the effect of laser
nergy on the intensity for 280.2 nm emission line of lead (signa-
ure of Pb), laser produced plasma emission spectra from paint
amples were recorded in the 200–620 nm region at laser ener-
ies of 50, 60, 70, 80, 90, 100, 110 and 120 mJ. A time delay of
.0 �s was used where maximum signal intensity of LIBS signal
or lead was achieved. Fig. 2 shows a typical trend of dependence
f laser produced plasma on incident laser energy for lead ele-
ent present in a test sample. Here the line intensity variation

ersus incident laser energy is plotted. It is clear from Fig. 2
hat the line intensity increases with rise in incident laser energy
rom 50 to 120 mJ. The line intensity dependence (for lead)
hows linear dependence on the incident laser energy which is

lear from the least square fit, R2 = 0.9999. It is worth men-
ioning that an incident laser pulse energy = 120 mJ was enough
or detection of toxic metals present in paint samples under
nvestigation.

[

N

ig. 2. The dependence of the intensity of the Pb 280.2 nm emission line on
aser energy recorded with our LIBS system wastewater sample collected from
ocal paint manufacturing plant.

.2. LIBS signal intensity dependence on time delay

The importance of the time delay between laser pulse initi-
ting plasma spark and detector (gated ICCD camera) has been
tressed in several papers during the past few years [30,31] and
s a matter of fact, the LIBS spectra shows a dramatic time evo-
ution. Delay times were controlled by a Q switch trigger pulse
o the laser and the trigger pulse to gate the ICCD camera. A
eries of measurements were made to find the optimum time
elay between the laser pulse and the beginning of the LIBS
pectra acquisition. The delay times were chosen according to
he detection of maximum LIBS signal intensity for each ele-

ent. These delay times were controlled by a Q switch trigger
ulse to the laser and the trigger pulse to gate the ICCD camera.
his option is provided in the LIBS 2000+ spectrometer and our
AG laser applied in this study.

Elements under investigation show the maximum spectral
ine intensity between 3.0 and 4.0 �s delay time. Clean shots
ere applied to clean the sample surface before the actual mea-

urements were made.

.3. Calibration curves for elements under investigation

The total intensity of a spectral line ‘I’ from an excited atom
r ion in homogenous and optically thin plasma for a transition
rom state j → i is given by [32]:

= hνjiAjiNj (1)

here νji is the frequency of the transition from state j → i, Aji the
instein coefficient for spontaneous emission, Nj the population
f the upper level j and h is the Planks constant.

If the energy levels concerned are in local thermodynamic
quilibrium (LTE), then population density of upper level Nj is
elated to ground level number density (N) by Boltzman equation

33,34]:

j = NgjQ
−1 exp

(

−Ej
kT

)

(2)
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ere gj and Ej are the statistical weight and energy of upper
evel j, respectively and Q is the partition function of rele-
ant species, K is the Boltzman’s constant and T is the elec-
ron temperature of the plasma. So from above two equations,
e get:

= hνjiAjiNgjQ
−1 exp

(

−Ej
kT

)

(3)

ccording to Eq. (3), one can determine the population density
f the relevant species (atoms or ions) for an element in plasma
rom a measurement of the absolute intensity of correspond-
ng transition and knowledge of the excitation temperature and
tomic constants. However it is not possible to derive a theoret-
cal expression relating N and concentration of that element in
olid sample under investigation. Hence, in practice, an empir-
cal relationship is sought between the observed line intensity
Ij) and corresponding concentration (C), i.e.:

j = F (C) (4)

ere F(C) is called analyte calibration function and the graph
etween the LIBS intensity of a line of specific element and the
oncentration is called the calibration curve. Such curve can be
rawn by measurements of reference samples of known concen-
rations termed as standard samples and can be used to determine
he elemental concentration in unknown sample like our paint
ample.

A plot of intensity Iji as a function of elemental concentra-
ion nj yields the calibration curve. If the dependence of LIBS

ignal intensity on the elemental concentration is linear then one
an determine the unknown concentration of particular element
t any LIBS signal intensity Iji provided that the same experi-
ental parameters (time delay, incident laser energy, collecting

t
c
s
m

able 1
lements detected in wastewater collected from paint industry and comparison of LIB

lements detected
n wastewater

Wave length
(nm)a

Comparison of LIBS and ICP
and relative accuracy (RA)

LIBS (mg kg−1) ICP (mg kg−1) RA

l 394.4 133.2 129.0 0.0
a 553.54 119.2 114.0 0.0
a 393.37 301.7 293.0 0.0
r 428.9 3.70 2.46 0.5
e 567.9 119.7 115.0 0.0
u 324 3.20 2.65 0.2
g 518.29 199.6 192.0 0.0

404.72 28.0 25.3 0.1
a 588.9 172.6 166.0 0.0
i 352.4 1.20 0.51 0.6

255.3 237.9 230.0 0.0
b 280.2 6.19 5.90 0.0

547.9 71.6 67.6 0.0
i 250.69 35.2 32.6 0.0
r 460.73 4.1 3.2 0.3
i 445.7 42.05 39.30 0.0
n 334.5 20.1 18.3 0.1
r 487.2 12.30 9.25 0.3

a Reference for wavelengths: [38] and NIST database.
b Environmental Regulation Standards for Saudi Industries set by Royal Commissi
lanta 71 (2007) 73–80 77

ber optics and incident focusing optics distance, target rotation
peed, atmospheric pressure) are selected.

In this experimental work, four samples of known concen-
ration of 10, 1, 0.1 and 0.01 weight percent (wt.%) of elements
nder investigation were prepared in the matrix of KBr. The
IBS spectra were recorded for these four (10, 1, 0.1 and
.01 wt.%) concentrations of each element. All these spectra
ere recorded with an average of 20 laser shots, at three dif-

erent locations on the sample surface. The calibration curve for
ach element under investigation was established by plotting the
IBS signal intensity of specific transition of each element as
function of the wt.%. The LIBS signal intensity showed lin-

ar dependence on the concentration of lead and copper in the
tandard sample as predicted by Eq. (1).

The line interference is the most sever problem for emission
dentification, thus we choose those lines for analysis which are
ree from interference or those which have minimal effect are
elected to get better results.

.4. Limit of detection

The determination of the detection limit is very important for
amples under investigation. Detection limit here means the low-
st concentration that can be detected with LIBS. The detection
imit (LOD) can be estimated using the equation [35–37]:

OD = 2σB

S
(5)

here σB the standard deviation of the back ground and S is

he sensitivity which is given by the ratio of the intensity to the
oncentration. The detection limit for LIBS analysis of paint
amples under investigation was calculated by using the above
entioned equation. The relative standard deviation (R.S.D.) is

S with ICP

Standard deviation
(S.D.) LIBS

Limit of detection LOD
of LIBS (mg kg−1)

Maximum
permissible safe
limits (mg kg−1)b

3 1.09 12 30
4 1.12 14 2.0
3 1.16 12 –
6 0.99 2 1.0
4 0.71 10 25
6 0.95 2 1.2
4 0.75 3 –
1 1.33 4 –
4 0.92 5 1000
0 1.16 0.2 2.5
3 1.23 4 50
7 0.99 3 .5
6 1.12 7 800 for sulphate
8 1.43 10 –
2 1.60 2 –
7 1.43 10 –
1 1.12 5 10
4 1.73 4 –

on Jubail, Saudi Arabia.
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ig. 3. Typical LIBS spectra of wastewater sample collected from local paint
anufacturing plant in the region of 200–620 nm recorded at delay time of 4.0 �s

nd laser pulse energy = 120 mJ.

iven by the equation:

.S.D. (%) = standard deviation

mean
× 100 (6)

The relative standard deviation decreased with the number of
hots but no improvement in R.S.D. after 20 shots. The R.S.D.
alue in our case was 3.4% .The paint samples results were com-
arable to the results obtained by inductively coupled plasma
mission spectroscopy (ICP). The limit of detection for some
lements under investigation is given in Table 1.

.5. LIBS analysis of samples

A typical LIBS spectra due to wastewater of paint manufac-
uring plant sample recorded in the 200–620 nm spectral region
ith our setup is depicted in Fig. 3. Here the delay time between

aser trigger and the opening of shutter of ICCD camera was
et at 4 �s and the laser pulse energy was 120 mJ. The distance
etween the optical fiber and the plasma was 10 mm. Average
pectra due to 20 laser shots were recorded for each data point.
he averaging of the 20 laser shots spectra reduces the back-
round noise to a great extent when compared to the single
hot spectrum of the sample. The trace metals present in the
astewater of industrial paint sample were identified and are
arked in Fig. 3. The major elements detected in the sample

re lead, copper, chromium, calcium, sulphur, magnesium, zinc,
itanium, strontium, nickel, silicone, iron, aluminum, barium,
odium, potassium and zirconium.

The 518.36 nm emission line of Mg (signature of Mg), the
21.82 nm emission line of Cu (signature of Cu), the 280.2 nm
mission line of Pb (signature of Pb), the 393.38 nm emission
ine of Ca (signature of Ca), 394.37 18.36 nm emission line of
l (signature of Al), 428.97 nm emission line of Cr (signature of
r), 334.5 nm emission line of Zn (signature of Zn) and 588.9 nm
mission line of Na (signature of Na) have been selected for

uantitative analysis. These emission lines have minimal inter-
erence from other emission lines, do not involve the ground
tate so that self-absorption is almost absent, and are intense
nough. Due to these reasons, these lines are useful for quantita-

o
m

1

ig. 4. Fine structure component of Pb present in wastewater sample col-
ected from local paint manufacturing plant. This spectrum was recorded in
he 275–285 nm region at delay time of 4.0 �s and laser pulse energy of 120 mJ.

ive analysis. The fine structure component of these trace metals
re also well resolved with our LIBS spectrometer. A typical
ne structure spectrum of Pb is also presented in Fig. 4. All

he spectral lines for above mentioned elements recorded with
ur LIBS setup were identified using the NIST atomic spectral
atabase and also using the reference [38].

Similarly the wavelengths for Ba, Fe, P, Sr, Ti, Cu, Si, K, Zr,
tc. are listed in Table 1. The above mentioned selected lines
ere employed to study the effect of the different experimental
arameters and to compare the signal intensities with the cali-
ration curves of the elements under investigation. In this work,
he experimental parameters, which can affect LIBS data preci-
ion and limit of detection, are delay time, laser pulse energy,
umber of shots accumulated, the distance between the plasma
nd collecting optical fiber.

The concentration determined with our LIBS set up for each
lement, is also listed in Table 1 and has been confirmed by the
nalysis using conventional analytical technique such as ICP.
he values obtained with our LIBS setup are in well agreement
ith the ICP results. The concentration of lead measured with
ur system is 6.19 mg kg−1 which is quite high as compared
ith the standard permissible safe limit of 0.5 mg kg−1 set by
PA and other regulatory authorities.

Lead is basically found in the effluent due to the use of lead
hromate in the paint production process. The main reason that
he paint industries in developing countries could not be able
o meet the environmental standards for effluent is due to the
oss of pigment during supernatant decanting and discharging
he pigments slurry filtrate into the sewer without treatment.
ead can be found in the effluent in the following forms such
s: Pb2+, PbCr2 O7 (the solubility of lead dichromate is very
igh), Pb Cr O4 (pigment, the solubility of lead chromate is low,
bout 7 × 10−6 g/100 g water) and Pb(Ac)2 (the solubility of
ead acetate is very high and is about 55 g/100 g water). However
IBS system cannot distinguish between these different forms

f lead and could detect only the elemental compositions of trace
etals present in the wastewater.
Similarly for chromium, the maximum permissible limit is

mg kg−1 and the detected value in the wastewater of industrial
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aint was 3.7 mg kg−1. This high concentration of chromium in
he effluent is found due to the manufacturing of lead chromate
hich is used in the pigment manufacturing process. Although

imited amount of chromium is an essential nutrient that helps
he body to use sugar, protein, and fat. However, breathing high
evels of chromium can cause irritation to the nose, such as
unny nose, nosebleeds, and ulcers and holes in the nasal sep-
um. Ingesting large amounts of chromium can cause stomach
psets and ulcers, convulsions, kidney and liver damage, and
ven death. Skin contact with certain chromium compounds
an cause skin ulcers. Some people are extremely sensitive to
hromium. Allergic reactions consisting of severe redness and
welling of the skin have been noted.

.6. Comparison of the data from two detection systems
nd LIBS accuracy

The accuracy and precision for the paint sample under inves-
igation obtained form these two detection systems (LIBS and
CP) are compared in table [1]. The relative accuracy (RA) is
alculated as follows [39]:

A = |d| + S.D.× t0.975/
√
n

M
(7)

here d is the difference between the LIBS measurement and the
CP (standard method). S.D. is the standard deviation of LIBS
easurement, M is the measurement from standard method, n

s the number of measurements and t0.975 is the t value at 2.5%
rror confidence. As clear from Table 1, the relative accuracy is
n the range of 0.03–0.6 which is quite acceptable for any good
nstrument.

In order to achieve the better accuracy and precision with our
ethod, following precautions were undertaken. Few laser shots
ere applied to clean the sample surface prior to actual measure-
ents were carried out on the sample. The trace elements were

dentified using the NIST Atomic Data Base for neutral and
onized elements and reference data book [38]. Fluctuation of
aser pulse was also considered during the performance of the
xperiment for betterment of precision and accuracy. In order to
vercome this problem, sufficient warm up time was permitted
or the laser to be stabilized prior to start of the measurements.
n addition to stabilization of laser energy over longer periods
f time, the LIBS spectra were averaged for 20 laser pulses.
he variation in LIBS signal intensity was stabilized by averag-

ng for different laser shots while the relative standard deviation
R.S.D.) decreased with the increasing of number of laser shots.

. Conclusions

The concentration of various elements present in the wastew-
ter collected from local paint manufacturing plant located in
ndustrial city of Riyadh, Saudi Arabia was measured accurately
sing our LIBS system. The accuracy of our system in terms of

ualitative as well as quantitative analysis is obvious from the
omparison of LIBS results and the results obtained with a stan-
ard method such as inductively coupled plasma spectrometer
ICP). The concentrations of contaminants detected with our

[

[

[

lanta 71 (2007) 73–80 79

etup for most of the toxic elements like Pb, Cr, Al, Ba, Cu,
e, P and Zn were higher than the safe permissible limits set by

he Saudi Royal commission responsible for environmental stan-
ards for water (see Table 1) in the Kingdom of Saudi Arabia. In
ddition, the sensitive lines for above mentioned elements were
dentified for the elemental analysis and the calibration curves
ere effective in quantifying the trace metal concentration in
aint water samples. The experience gained through this work
an be useful for the development of a portable system for on
ine analysis of wastewater at paint industrial plants.
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bstract

Free polyethylene glycol (PEG) is a byproduct produced during the process of pegylation and should be removed for the purification of pegylated
roteins. In this paper, it was used to develop a new method for obtaining the modification extent of pegylated proteins. This method included two
teps of operation. Firstly, the free PEG was separated from crude reaction mixture of pegylated proteins by CM-Sepharose FF. Then PEG was

etermined based on the formation of a complex with barium chloride and iodine solution. The effective detective range of PEG was 0–7.5 �g/ml.
he modification extent was calculated according to a formula. This method is simple, sensitive, and applicable to all of the PEG derivatives. The
ost distinctive aspect is that it does not consume proteins.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Polyethylene glycol (PEG) modification, i.e. pegylation, is
procedure of growing interest for enhancing the therapeu-

ic and biotechnological potential of proteins [1]. More than
00 kinds of proteins have been modified with PEG [2], and
ve of them, namely ADAGEN® (pegylated adenosine deam-

nase), ONCASPAR® (pegylated asparaginase), PEG-Intron®

pegylated interferon�-2b), Pegasys® (pegylated interferon�-
a), Pegfilgrastim® or NEULASTA® (pegylated granulocyte
olony stimulating factor), have been approved for human use
y FDA [3]. Meanwhile, a variety of activated PEG derivatives
ave been developed for the pegylation, whose targets include
mino groups, sulfhydryl groups, carboxyl groups, etc. Some
etailed reviews regarding the chemistry of pegylation are avail-
ble [1–5].

The determination of polymer content in pegylated proteins,

.e. modification extent, is essential in order to control the half-
ife, maintain manufacturing uniformity, and satisfy regulatory
oncerns. Due to its speed and simplicity, TNBS method [6] is

∗ Corresponding author. Tel.: +86 21 64252981; fax: +86 21 64250068.
E-mail address: dzhwei@ecust.edu.cn (D.Z. Wei).
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oi:10.1016/j.talanta.2006.04.010
he most commonly used procedure for obtaining the modifica-
ion extent. But this method usually gives overestimated results
7–9]. Meanwhile, TNBS method is only applicable to PEG
erivatives which target to amino groups of proteins. This is
lso one of the problems of fluorimetric method [10,11], which
s another simple method for the determination of modifica-
ion extent. Moreover, fluorimetric method is deeply affected by
he environment of the fluorophore [8]. A variety of techniques
hat could be used to all of the PEG derivatives have also been
tilized for this purpose. These methods include NMR [12],
mino acid analysis [8,12], capillary zone electrophoresis (CE)
9], matrix assisted laser desorption/ionization–mass spectrom-
try (MALDI–MS) [9], Fourier-transform infrared spectroscopy
FTIR)[9], Raman spectroscopy [9], and online size-exclusion
igh-performance liquid chromatography light scattering dif-
erential refractometry methods [13]. These methods are more
ccurate than TNBS and fluorimetric method, but are hard to be
opularized because of the needs of tedious operations, sophis-
icated equipments, and skilled operators. Therefore, it is nec-
ssary to develop a simple method which is applicable to all of

he PEG derivatives. Furthermore, the above-mentioned meth-
ds are all based on the direct analysis of pegylated proteins.
onsequently, these methods would inevitably consume pegy-

ated proteins. Since the proteins used for and via pegylation
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re generally costly, it would be more meaningful to develop a
ethod which does not consume proteins.
It is known that, for the purification of pegylated proteins,

ree PEG in the crude reaction mixture should be removed.
eanwhile, some methods for the determination of PEG are

vailable [14–20]. Therefore, it is possible to obtain the modifi-
ation extent indirectly by the determination of free PEG in the
rude reaction mixture. As to above-mentioned methods, some
f them are based on the determination of partitioning of dye [14]
r chromophore [15,16] in two-phase systems, while the others
re based on the determination of a complex formed between
EG and barium iodide [17–20]. In this paper, one of the latter
17] was used to develop a new method for the determination
f modification extent of pegylated proteins, while one of the
ormer [16] as a comparison.

. Experimental

.1. Materials and reagents

Recombinant interleukin-2 (rIL-2) and interferon�-2b
IFN�-2b) were obtained from Shanghai Huaxin Biotech.
o. Ltd. (Shanghai, China). CM-Sepharose FF was product
f Pharmacia Fine Chemicals (Uppsala, Sweden). Crystalline
ovine serum album (BSA), N-hydroxysuccinimide (NHS) and
oomassie Brilliant Blue G-250 were from Sigma Chemical
o. (St. Louis, MO, USA). Monomethoxy polyethylene gly-
ol with nominal molecular weight of 5000 (PEG5000) and
2000 (PEG12000) were purchased from Sunbio Corporation
Anyang, South Korea). Other reagents and chemicals were of
nalytical grade and made in China.

.2. Synthesis of SC-PEG

Succinimidyl carbonate of PEG (SC-PEG) was synthesized
ccording to the procedure of Zalipsky et al. [21]. Monomethoxy
olyethylene glycol (12 mmol), dried by azeotropic removal of
oluene, was dissolved in toluene/dichloromethane (3/1, 200 ml)
nd treated with a toluene solution of phosgene (30 ml, 57 mmol)
vernight. The solution was evaporated to dryness and the
emainder of phosgene was removed under vacuum. The residue
as redissolved in toluene/dichloromethane (2/1, 150 ml) and

reated with solid N-hydroxysuccinimide (2.1 g, 18 mmol) fol-
owed by triethylamine (1.7 ml, 12 mmol). After 3 h the solution
as filtered and evaporated to dryness. The residue was dis-

olved in warm (50 ◦C) ethyl acetate (600 ml), filtered from
race of insolubles, and cooled to facilitate precipitation of
he polymer. The product was collected by filtration and then
ecrystallized once more from ethyl acetate. Both PEG5000 and
EG12000 were used to synthesize the SC-PEG, and the rele-
ant products were labeled as SC-PEG5000 and SC-PEG12000,
espectively.
.3. Sample preparation

The protein used for pegylation was adjusted to concen-
ration of 1 mg/ml with 0.2 M phosphate buffer (pH 7.0), and

w
P
t
g
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hen 50-fold molar excess of SC-PEG was added. The mix-
ure was kept standing for 30 min at room temperature, and
hen excessive acetic acid was added to terminate the modifi-
ation. The crude reaction mixtures of SC-PEG5000 modified
ecombinant interleukin-2 (rIL-2), interferon�-2b (IFN�-2b)
nd bovine serum album (BSA) were named as PEG5000-rIL-
, PEG5000-IFN�-2b, and PEG5000-BSA, respectively, while
hose of SC-PEG12000 modified ones labeled as PEG12000-
IL-2, PEG12000-IFN�-2b, and PEG12000-BSA, respectively.

CM-Sepharose FF (10 × 1.0 cm) was pre-equilibrated five
imes (column volume) with 20 mM sodium phosphate, pH5.5
buffer A). Then the crude reaction mixture was loaded onto
t. The column was washed three times (column volume) with
uffer A to remove unbonded substances such as free PEG,
-hydroxysuccinimide (NHS) and so on. The eluates were col-

ected, mixed and diluted to 100 ml precisely with distilled
ater. It was labeled as fraction A and used for the determi-
ation of modification extent with the new method. The column
as washed with 20 mM sodium phosphate, pH 7.5, contain-

ng 0.25 M NaCl (buffer B), to elute the protein. The flow rate
as 1.0 ml/min and the absorbance was measured at 280 nm.
he eluate was labeled as fraction B and used to determine the
odification extent with the method of Li et al. [16].

.4. Preparation of reagents

There were two kinds of reagents used for the determination
f PEG, namely barium chloride solution and iodine solution.
he barium chloride solution was prepared by dissolving the
olute in 1 M hydrochloric acid to form a 5% (w/v) solution,
hile the iodine solution was prepared by dissolving 1.27 g

odine in 100 ml of 2% (w/v) potassium iodide.

.5. Determination of modification extent

The free PEG in fraction A (see Section 2.3) was determined
ccording to the procedure of Sims and Snape [17] with some
odifications. Briefly, samples were diluted with distilled water

o final concentrations of PEG within the range of 0–7.5 �g/ml.
o a 800 �l sample, 200 �l barium chloride solution and 100 �l

odine solution were added in turn. The reagent blank was pre-
ared as above with distilled water instead of sample. Solutions
ere agitated to ensure adequate mixing. Color was allowed to
evelop for 15 min at room temperature, and then absorbance
as read at 535 nm. Unactivated PEG, which has the same
olecular weight with the free PEG, was used to prepare a stan-

ard curve. The concentration of free PEG was estimated from
he standard curve. Modification extent was calculated accord-
ng to Eq. (1):

E = ma − mc × 100% (1)
here ME is the modification extent, ma the molar amount of
EG used for modification, mb the molar amount of protein mc

he molar amount of free PEG and Nb is the amount of target
roup in one protein molecule.
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.6. The procedure of Li et al.

The procedure of Li et al. [16], which is based on the par-
itioning of a chromophore in a two-phase system, was used
or a comparison. Firstly, fraction B (see Section 2.3) was con-
entrated to protein concentration about 10 mg/ml. To 100 �l
oncentrated sample, 2 �l sodium hydroxide (5 M) were added.
he alkaline hydrolysis was performed at room temperature

or 25 min, and then 2 �l hydrochloric acid (5 M) were added
or neutralization. This solution (100 �l) was added to a two-
hase system comprising of 1 ml chloroform and 1 ml aqueous
mmonium ferrothiocyanate (0.1 M). After vigorous vortexing
or 30 min and centrifugation at 3500 × g for 3 min, lower chlo-
oform layer was collected. Absorbance was recorded at 510 nm.
he concentration of unactivated PEG was plotted against the
orresponding absorbance resulting in a standard curve. The
mount of released PEG was obtained from the standard curve.
odification extent was calculated according to Eq. (2):

E = md

mb × Nb
× 100% (2)

here ME represents the modification extent, mb the molar con-
entration of protein md the molar concentration of released
EG, and Nb is the amount of target group in one protein
olecule.

.7. Protein determination

Protein concentrations were determined spectrophotometri-
ally using Coomassie Brilliant Blue G-250, according to Brad-
ord method [22]. Crystalline bovine serum albumin (BSA) was
sed to prepare standard curve. Absorbance was read at 595 nm.

. Results and discussion

.1. Comparison with the procedure of Li et al.

The procedure of Li et al. [16] is a promising method for
he determination of PEG because it could determine free and

onjugated PEG simultaneously. Therefore, it was used for a
omparison in this paper. The results were shown in Table 1.
or both SC-PEG5000 and SC-PEG12000 modified proteins,

he results from the two methods were basically consistent. How-

able 1
odification extents obtained by the procedure of Li et al and the new procedure

resented in this paper

ample Modification extent (%)a

Procedure of Li et al. New procedure

EG5000-BSA 9.14 ± 0.63 8.89 ± 0.59
EG5000-rIL-2 12.92 ± 0.91 12.46 ± 1.0
EG5000-IFN�-2b 13.94 ± 1.04 13.16 ± 1.05
EG12000-BSA 9.35 ± 0.62 8.70 ± 0.37
EG12000-rIL-2 12.09 ± 0.95 11.35 ± 0.84
EG12000-IFN�-2b 15.16 ± 1.13 14.26 ± 0.43

a The data shown were the mean and the standard deviation (S.D.) of three
eplicate measurements.

a
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ig. 1. Effect of varying concentration of PEG on the absorbance in the new
ethod (�, PEG5000; �, PEG12000).

ver, in comparison with the method we proposed, there exist
ome flaws in the procedure of Li et al. [16]. Firstly, the pro-
edure is tedious (including 7 steps of operation), thus needs
ore time to be accomplished. Secondly, the procedure, with

he lowest detection limit about 100 �g/ml, was not as sensitive
s the method we proposed, which gave a linear response to PEG
oncentration from 0 to 7.5 �g/ml (Fig. 1). Thirdly, the proce-
ure needs high initial protein concentration (about 10 mg/ml)
hat result in higher final PEG concentration. Therefore, after
lkaline hydrolysis, PEG is released at high concentration. It
as known that PEG was frequently used for precipitation of
roteins although conjugated PEG could increase the solubility
23]. Perhaps it was the reason why precipitation occurred in
ur experiment and even in the paper of Li et al. [16]. The pre-
ipitated proteins would interfere with the absorbance of lower
hloroform layer, which is used for the determination of PEG,
nd impair the accuracy of the method of Li et al. [16].

.2. Comparison with the procedure of Sims and Snape

The procedure of Sims and Snape [17] is a simple and sen-
itive method for the determination of PEG and has been used
o visualize the PEG in gels of SDS-PAGE [18–20]. It gives

linear response to PEG concentration from 0 to 7.5 �g/ml.
urthermore, the presence of proteins affects the accuracy of

his method. In this paper, we confirmed the two points. Mean-
hile, we found that the trichloroacetic acid (TCA), which was
sed to precipitate proteins by Sims and Snape [17], could not
ompletely precipitate pegylated proteins. The reason of which
ight be the increased solubility caused by pegylation [24]. In

his paper, cation exchange chromatography, which has been
sed for the purification of some pegylated proteins [7,25–27],
as employed to separate free PEG. The results indicated that

here were no proteins being eluted with free PEG simultane-
usly.

Furthermore, we found that the ratio of reagents could be
mproved. In the procedure of Sims and Snape [17], to a 4 ml

ample, 1 ml barium chloride solution and 1 ml iodine solution
ere added. But in this paper, the proportion of them was 8:2:1,
hich could lighten the color of reagent blank and decrease

he standard deviation (S.D.) of the mean (Table 2). The stan-



384 X.W. Gong et al. / Talanta

Table 2
Absorbance obtained from the procedure of Sims and Snape and the new pro-
cedure presented in this paper

PEG (�g/ml) Absorbance (mean ± S.D.)a

Procedure of Sims and Snape New procedure

1.25 0.084 ± 0.002 0.084 ± 0.001
2.50 0.170 ± 0.002 0.170 ± 0.002
3.75 0.249 ± 0.003 0.250 ± 0.003
5.0 0.330 ± 0.003 0.330 ± 0.002
6.25 0.421 ± 0.003 0.420 ± 0.002
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a The data shown were the mean and the standard deviation (S.D.) of three
eplicate measurements.

ard curve showed that such a proportion was sufficient for the
etermination of PEG with concentrations within the range of
–7.5 �g/ml (Fig. 1).

.3. Interfering substances

The procedure of Sims and Snape [17] has shown a good
ecovery of PEG. Therefore, in the new method, the potential
nterfering substances are those related to pegylation of proteins.
ecause proteins used for pegylation are generally purified and
evoid of impurities, it is needless to worry about their inter-
erence. As to the PEG derivatives used for modification, the
ydrolyzed or ammonolyzed N-hydroxysuccinimide (NHS) is
he most commonly seen impurity, but it does not interfere with
his method. Furthermore, buffer solution is a potential source of
he interfering substance. Therefore, the phosphate buffer was
sed in this paper and it did not interfere with this method. On
he other hand, it should be noted that, to dilute free PEG to con-
entrations within the range of 0–7.5 �g/ml, at least 100-fold
ilution with distilled water is needed. Therefore, even if the
nterfering substances exist, their interference on this method
ould be very limited.

.4. Key points

In this method, there are several key points that should be
oted. Firstly, when separating free PEG from crude reaction
ixture, the pH of eluant should be low enough to avoid pegy-

ated proteins being eluted. Secondly, to impair the influence of
otential interfering substances, the dilution of free PEG should
e made in distilled water. Thirdly, to prevent from the poten-
ial interfering substances, we suggest using phosphate buffer
or pegylation of proteins and separation of free PEG. Finally,
nactivated PEG, which was used for the preparation of stan-
ard curve, should have the same molecular weight with the
etermined free PEG.
. Conclusions

It is known that the removing of free PEG is indispensable for
he purification of pegylated proteins and the free PEG is usu-

[

[

71 (2007) 381–384

lly discarded. In this paper, based on the determination of free
EG, we developed a new method for obtaining the modification
xtent of pegylated proteins. This method is simple, sensitive,
conomical and applicable to all of the PEG derivatives. These
dvantages make it a promising method for the analysis of pegy-
ated proteins.
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Received 18 October 2005; received in revised form 24 February 2006; accepted 3 March 2006
Available online 18 April 2006

bstract

The selection of a reversed-phase liquid chromatographic (RP-LC) column with suitable selectivity for a particular separation is difficult if the
rand name of the column is not known. The monographs of the European Pharmacopoeia and other official compendia for drug analysis only
ive a general description of the stationary phase to be used in the operating procedure of a liquid chromatographic method. A project to develop a
hromatographic test procedure to characterise RP-LC C18 columns was started earlier and resulted in a fast, simple, repeatable and reproducible

est procedure. Four column parameters, determined on 69 RP-LC C18 columns, allowed the characterisation and ranking of these columns. In this
aper, an overview of this column classification system is given with an application on the separation of vancomycin and some of its impurities. It
s shown that the column ranking system is a helpful tool in the selection of a suitable column.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Official compendia, like the European Pharmacopoeia (Ph.
ur.) [1] and the United States Pharmacopeia (USP) [2] pre-
cribe many different liquid chromatographic (LC) analyses. In
ost cases, the use of RP-LC is prescribed with C18 station-

ry phases. Nowadays, an extended number of different C18
eversed-phase (RP) columns is available on the market. Since
onographs of the Ph. Eur. and other official compendia for

rug analysis only give a general description of the stationary
hase to be used in the operating procedure of an LC method, the
election of a suitable column can be problematic. The problem
lso rises when a column, prescribed in literature or by compen-
ia, is not available in the laboratory. Proper column selection is
lso needed during method development when an analyst wants

o try columns giving different selectivity.

The issue of RP-LC column selection was discussed earlier
y Steffeck et al. [3] and Engelhardt and Grüner [4].

∗ Corresponding author. Tel.: +32 16 3234 44; fax: +32 16 3234 48.
E-mail address: erwin.adams@pharm.kuleuven.be (E. Adams).
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atographic tests; Column classification; Vancomycin

Dolan and Snyder characterised more then 300 columns
ased on an empirical equation including conditions-dependent
roperties of the solute and conditions-independent properties
f the column. Five determined parameters (H, S*, A, B and C)
an be combined to an Fs value, to evaluate the (dis)similarity
f two selected columns [5–10].

Euerby et al. studied 170 columns based on 6 chromato-
raphic parameters, defining surface coverage, hydrophobic
electivity, shape selectivity, hydrogen bonding capacity and
on-exchange capacity at pH 2.7 and 7.6. Principal component
nalysis led to the study of a subset of the database including
nly C18 phases with non-acidic silica material [11,12].

Vander Heyden et al. tested 8 chromatographic parameters
n 28 columns, using chemometric techniques like Pareto-
ptimality concept, principal component analysis and Der-
inger’s desirable function. Column selection based on the
areto-optimality concept led to a subset of columns, but was
ound less flexible when new columns were added to the original

ataset [13].

Many other papers, describing methods to characterise
olumns, were published to solve this issue, but only recently
ublished articles are cited here [14–19].
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In our laboratory, a general test method was developed by
election of the most appropriate test methods from the liter-
ture. This column characterisation and classification system
llows the selection of columns with selectivity similar to or
ifferent from a chosen reference column [20–26]. The column
lassification system would also allow to follow up column age-
ng so that analysts can check whether the characteristics of their
olumns have changed over time.

In this work, a short overview is given of the development of
ur column classification system and an application is shown,
sing the separation of vancomycin (VM) from some of its impu-
ities. Vancomycin was already used by Forlay-Frick et al., com-
ining 28 different chromatographic conditions, i.e. 7 stationary
hases with 4 different mobile phases to study the replacement
f columns. This was evaluated based on the theoretical plate
umber and symmetry factor of three test compounds; benzoic
cid, N,N-dimethylaniline and vancomycin [27]. Three columns
ut of seven had the same stationary phase as used in this article:
iChrospher, Purospher and Symmetry, but the columns had dif-
erent dimensions, making comparison between the two systems
roublesome.

VM is a glycopeptide antibiotic used in the prophylaxis
nd treatment of infections caused by Gram-positive bacteria,

i
B
c
p

Fig. 1. Structure of vancomycin
nta 71 (2007) 31–37

ncluding methicillin-resistant and oxacillin-resistant staphy-
ococci [28,29]. It is a branched tricyclic glycosylated non-
ibosomal peptide produced by the fermentation of the Acti-
obacteria species Amycolatopsis orientalis, formerly Nocardia
rientalis, appearing as a mixture of similarly structured com-
ounds of which many components have not yet been identified
30–33]. See Fig. 1 for the structure of known components. VM

is the main compound. Monodechlorovancomycin 2 (MDCV
) is a side-product isolated from fermentation broth. Selective
ehalogenation of VM results in monodechlorovancomycin 1
MDCV 1) [34]. VM degrades into a crystalline degradation
roduct (CDP-I) by hydrolytic loss of ammonia [35,36]. CDP-I
xists in two isomeric forms, the major form (CDPM) and the
inor form (CDPm) [36–38]. Aglucovancomycin (AGLUV)

nd desvancosaminylvancomycin (DESV) are other degrada-
ion products resulting from the loss of the disaccharide moiety
nd the vancosamine sugar, respectively [39]. The LC method
hat is used to analyse vancomycin on the different columns has
een discussed previously [40]. The peaks that are considered

n the discussion of the classification correspond to vancomycin

(VM B), monodechlorovancomycin 1, monodechlorovan-
omycin 2 and two isomeric forms of a crystalline degradation
roduct, the major form and the minor form.

B and related substances.
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. Experimental

.1. Reagents and samples

Acetonitrile HPLC grade was purchased from Biosolve LTD
Valkenswaard, The Netherlands). Dioxane HPLC grade and
ormic acid were purchased from Acros Organics (Geel, Bel-
ium). Concentrated ammonia and tetrahydrofuran were from
iedel-de Haën (Seelze, Germany). Water was purified in the

aboratory by distillation of demineralised water. Reference sub-
tances of VM B, MDCV 1, MDCV 2, DDCV, CDPM and
DPm were obtained from Abbott Laboratories (Abbott Park,

L, USA). Vancomycin samples were prepared at a concentra-
ion of 2 mg/ml. Solutions of reference substances were prepared
t a final concentration of 0.05–0.1 mg/ml. Both samples and
eference substances were dissolved in mobile phase. Sample
olutions slightly degraded within one day when they were kept

t room temperature, but they could be used for several days
hen they were stored at 4 ◦C.

d
f

able 1
pecifications for the examined columns

olumn number Name of the column Length (mm)

1 �Bondapak 250
2 ACE 5 250
3 Alltima 250
4 Apex Basic 250
5 Apex ODS II 250
6 Brava BDS 250
7 Discovery 250
8 Hypersil BDS 250
9 Hypersil ODS 250
0 Kromasil (EKA) 250
1 Kromasil (MN) 250
2 LiChrospher 250
3 Luna 150
4 Nucleosil 250
5 Nucleosil HD 250
6 Nucleosil Nautilus 250
7 OmniSpher 250
8 Platinum 250
9 Platinum EPS 250
0 Purospher 250
1 Purospher endcapped 250
2 Purospher STAR 250
3 Spheri-5 250
4 Spherisorb ODS2 250
5 Supelcosil LC-18 250
6 Supelcosil LC-18 DB 250
7 Superspher 250
8 Symmetry 250
9 TracerExcel ODS A 250
0 Uptisphere HDO 250
1 Uptisphere ODB 250
2 Validated 250
3 Wakosil HG 250
4 YMC-Pack Pro 150
5 Zorbax Eclipse XDB 250
6 Zorbax Extend 250
7 Zorbax SB 250
nta 71 (2007) 31–37 33

.2. Instrumentation and liquid chromatographic
onditions

The LC apparatus consisted of a L-6200 Intelligent Pump
Merck Hitachi, Darmstadt, Germany), an autosampler Model
55A-40 (Merck Hitachi) equipped with a 20 �l loop, a Lin-
ar UVIS 200 UV detector (Thermo Separation Products, San
ose, CA, USA) set at 280 nm and Chromperfect 4.4.23 software
Justice Laboratory Software, Fife, UK) for data acquisition. A
et of 37 RP-LC C18 columns (Table 1) was investigated. The
olumns were kept at 35 ◦C in a water bath heated by a Julabo
C thermostat (Julabo, Seelbach, Germany).

A mobile phase consisting of dioxane–0.3 M ammonium for-
ate, pH 1.7–water (6:5:89, v/v/v) was used for all columns at
flow rate of 1.0 ml/min. The mobile phases were degassed

y sparging helium. To prepare the 0.3 M ammonium formate
olution, the appropriate amount of concentrated ammonia was

iluted in water and adjusted to the required pH using 10% (v/v)
ormic acid, before bringing to volume.

Particle size (�m) Manufacturer/supplier

10 Waters
5 Advanced Chrom. Tech./Achrom
5 Alltech
5 Jones Chromatography/Sopachem
5 Jones Chromatography/Sopachem
5 Alltech
5 Supelco
5 ThermoQuest
5 ThermoQuest
5 Akzo Nobel/SerCoLab
5 Macherey-Nagel/Filter Service
5 Merck
5 Phenomenex/Bester
5 Macherey-Nagel/Filter Service
5 Macherey-Nagel/Filter Service
5 Macherey-Nagel/Filter Service
5 Varian
5 Alltech
5 Alltech
5 Merck
5 Merck
5 Merck
5 PerkinElmer
5 Waters
5 Supelco
5 Supelco
5 Merck
5 Waters
5 Teknokroma/SerCoLab
5 Interchrom/Achrom
5 Interchrom/Achrom
5 PerkinElmer
5 SGE/Achrom
3 YMC Sep. Techn./ThermoQuest
5 Agilent Technologies
5 Agilent Technologies
5 Agilent Technologies
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. Results and discussion

.1. Development of the column classification system

The column characterisation and classification project con-
isted of three major parts. First, a procedure, allowing the
easurement of a number of parameters, reflecting chromato-

raphic characteristics was developed. In order to make the pro-
edure as user friendly as possible, the number of test parameters
as kept minimal. The second part intended to classify RP-LC

olumns with closely related characteristics. The third part con-
isted in performing pharmaceutical separations to check the
sefulness of the developed ranking system of the columns in
ractice.

In the first part, test methods from the literature for charac-
erisation of RP-LC columns were critically evaluated. Prop-
rties of RP-LC stationary phases can be checked by both
on-chromatographic and chromatographic methods. Carbon
ontent, amount of metal impurities, particle size, surface area,
ore size, packing density and acidity can be determined by
on-chromatographic methods. However, these techniques are
ot readily performed and cannot be carried out on the packed
olumn without destruction. Therefore the choice of chromato-
raphic methods was obvious. Visky et al. made a selection of
6 test parameters from literature, testing as many as possi-
le different properties of RP-LC columns, like column effi-
iency, hydrophobicity and silanol activity. Eight chromato-
raphic methods were developed, allowing to determinate the
6 test parameters [20]. Since a general procedure needs to
se repeatable and reproducible test parameters, the eight meth-
ds were examined in three different laboratories. Of the initial
6 parameters, 24 proved to be repeatable and reproducible,
ased on the calculation of the relative standard deviation [21].
ványi et al. applied chemometrics to diminish the number of
arameters, while maintaining the classification. Principal com-
onent analysis (PCA) was found to offer the possibility to
valuate column clustering or differentiation [22]. Similar to
his approach, the 24 parameters of our study were reduced to

parameters: the retention factor of amylbenzene, k′
amylbenzene

k′amb), the relative retention factor benzylamine/phenol at pH
.7, rk′

benzylamine/phenol (rk′
ba/ph pH 2.7), the relative retention fac-

or triphenylene/o-terphenyl, rk′
triphenylene/o-terphenyl (rk′

tri/o-ter)
nd the retention factor of 2,2′-dipyridyl, k′2,2′-dipyridyl
k′2,2′-dip).

In the second part of the project, PCA of the four parameters
as at first used to distinguish groups of columns (groups Ia, Ib,

Ia, IIb, IIc and III) [23]. These groups were constructed based
n the different reversed phases described in the Ph. Eur. and
n information provided by the column manufacturers. A more
ractical approach to rank RP-LC columns was introduced by
sing F-values:

2 2
= (k′amb,ref − k′amb,i) + (rk′
ba/ph pH 2.7,ref − rk′

ba/ph pH 2.7,i)

+ (k′2,2′-dip,ref − k′2,2′-dip,i)
2 + (rk′

tri/o-ter,ref − rk′
tri/o-ter,i)

2

(1)

o
a
C

nta 71 (2007) 31–37

he F-value of a column i equals the sum of squares of the dif-
erences between each parameter value of a chosen reference
olumn and of the column i. The smaller the F-value, the more
imilar is column i to the reference column. In order to have the
ame weighing of each parameter in this equation, the parame-
ers are autoscaled using formula (2) before being introduced in
q. (1):

xij − x̄j

sj
(2)

here xij is the value of parameter j on column i, x̄j the mean of
arameter j on all tested columns and sj is the standard deviation
n the mean parameter value. With this F-value, a ranking of all
olumns is obtained, indicating how close columns are to the
elected reference column. Low F-values correspond to high
anking [24].

The third part of the project consisted in performing phar-
aceutical analyses to check the performance of the column

lassification system in real separations. Dehouck et al. carried
ut the separation of acetylsalicylic acid (aspirin) according
o the Ph. Eur. monograph. The system suitability test (SST)
rescribed by the Ph. Eur. to distinguish between suitable and
on-suitable columns was also evaluated. It was concluded that
his SST could not always predict the suitability of the column
o separate all the aspirin components. Alternatively, the suit-
bility was investigated by calculation of the chromatographic
esponse function (CRF). The CRF value is equal to 1 if all
he peaks are baseline separated, and equal to 0 if two peaks
re coeluted. Partial separations lead to intermediate values.
he column ranking approach starts with the choice of a ref-
rence column or of reference parameters. For each column,
he F-value versus this reference column was calculated and the
olumns were ranked according to their F-value, starting with
he smallest one. It was concluded that the chance of selecting
suitable column clearly increased with a smaller F-value. All

olumns with an F < 2 gave baseline separation for all peaks
CRF = 1) while this number decreased to 43% for columns
ith 2 < F < 6 and to 18% for columns with F > 6. The col-
mn ranking system is freely accessible on our website: http://
ww.pharm.kuleuven.be/pharmchem/columnclassification.
This database contains already more than 50 types of RP-LC

18 columns and new types are being characterised in our lab-
ratory at this moment. Analysts can either classify all columns
rom the database with regard to a freely chosen reference col-
mn from the list or they can fill in four parameter values,
etermined on their own column [24,25].

In order to further investigate the possibilities of this column
lassification system, its performance towards the separation of
ancomycin compounds is examined here.

.2. Column classification system based on vancomycin
nalyses
Each of the 37 columns in Table 1 was used for the separation
f vancomycin and its impurities. The suitability of the station-
ry phases for this separation was examined by calculating the
RF, which is a measure for the overall selectivity and which is
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Fig. 2. Typical chromatogram of: (A) VM commercial sample (2 mg/ml) and
(B) a mixture of VM and some of its potential impurities (1 mg/ml) analysed
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Fig. 3. Chromatogram of the test mixture on: (A) Nucleosil Nautilus with
CRF = 0.50, (B) Brava BDS with CRF = 0.91 and (C) Nucleosil HD with
C
b

v
(

uring columns investigation. Column: Symmetry, maintained at 30 ◦C with
ioxane–0.3 M ammonium formate, pH 1.7–water (6:5:89, v/v/v) as mobile
hase. Detection: UV at 280 nm; flow rate: 1.0 ml/min; injection volume: 20 �l.

alculated as follows:

RF =
n−1∏

i=1

fi

gi
(3)

here n is the total number of peaks, g the interpolated peak
eight between two peaks, i.e. the distance between the baseline
nd the line connecting the two peak tops, at the location of
he valley, and f is the depth of the valley, measured from the
ine connecting the two peak tops [41,42]. This means that a
aseline-separated peak pair has an f/g ratio of 1, a coeluting
air has a value of 0, while a partly separated peak pair has
n intermediate value. The CRF was calculated based on the
ollowing peaks: unknown, CDPm, MDCV 1, MDCV 2, VM B
nd CDPM (Fig. 2).

From the separations, it was observed that complete baseline
eparation for all peaks (CRF = 1) could only be obtained on two
olumns, Nucleosil HD (column 15) and Spheri-5 (column 23).
ome columns did not separate all peaks and therefore had a
RF of 0. However, many columns showed a CRF above 0.91.
his is mainly due to partially coelution of CDPm (peak 2 in
ig. 2) and MDCV 1 (peak 3 in Fig. 2). Fig. 3 shows an exam-
le of a separation with CRF = 0.50, 0.91 and 1, respectively.
s can be observed, a CRF of 0.91 still gives a very accept-

ble separation. Therefore, the criterion of a good separation
as set at a CRF of more than 0.90. For each test parameter, the

verage of all columns, matching the criterion of CRF > 0.90,
as calculated to obtain a ‘virtual suitable column’. With these

our values as reference, a ranking was obtained based on the
-values (Table 2), calculated from the measured parameter
alues, as discussed above. It was observed that all columns

ith F < 2 are suitable for the analysis of vancomycin and its

mpurities (CRF > 0.90). For columns with F > 2 the probabil-
ty of separation of impurities clearly decreases. When F is
etween 2 and 6, 6 out of 10 (60.0%) columns gave a CRF

c
t
t
s

RF = 1. The chromatographic conditions were as in Fig. 2. The peak num-
ering of Fig. 2 was maintained.

alue above 0.90, while for F-values above 6, only 1 out of 8
12.5%) showed an appropriate selectivity. Although suitable
olumns can be found among the low-ranked columns as well,

he probability has clearly decreased. So, the column classifica-
ion system is a helpful tool in finding a suitable stationary phase,
ince any column having an F-value lower than 2.0 appeared to
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Table 2
Column ranking according to the F-values, calculated vs. a ‘virtual ideal column’ with k′

amb = 5.78, rk′
ba/ph pH 2.7 = 0.09, k′

2,2′-dip = 9.76, rk′
tri/o-ter = 1.46

k′
amb rk′

ba/ph pH 2.7 k′
2,2′-dip rk′

tri/o-ter F-value CRF

Reference column
Virtual suitable column 5.78 0.09 9.76 1.46

Column
Validated C18 0.34 −0.424 −0.10 −0.44 0.075 0.93
Nucleosil HD 0.54 −0.349 −0.48 −0.27 0.150 1
Tracerexcel 5 0.52 −0.429 −0.36 −0.61 0.253 0.97
Uptispher ODB5 0.70 −0.418 −0.28 −0.61 0.295 0.94
Zorbax Extend C18 0.62 −0.434 −0.62 −0.14 0.318 0.92
Wakosil HG 5 25 0.14 −0.413 −0.65 −0.44 0.401 0.94
Superspher 0.75 −0.231 −0.27 0.33 0.440 0.94
Symmetry 0.81 −0.563 −0.34 0.20 0.459 0.96
Kromasil NM 0.64 −0.445 −0.23 0.50 0.594 0.93
YMC-Pack-Pro C18-3 0.36 −0.526 −0.57 −0.82 0.626 0.94
Zorbax Eclipse XDB 0.54 −0.413 −0.58 −0.91 0.732 0.93
Purospher Star 1.05 −0.461 0.51 0.12 0.977 0.97
Uptispher HDO5 0.39 −0.354 −0.86 −0.91 1.024 0.97
Alltima 5 1.26 −0.402 0.41 −0.23 1.055 0.96
Kromasil EKA 1.37 −0.386 −0.22 0.20 1.130 0.94
ACE C18-5 −0.31 −0.343 −0.99 −0.01 1.283 0.97
Zorbax SB-C18 −0.02 −0.434 −0.27 −1.25 1.296 0.95
OmniSpher 1.42 −0.365 −0.18 0.67 1.840 0.94
Luna 5 0.36 −0.617 −0.41 −1.55 1.984 0.93

Supelcosil LC-18 DB 5 −0.64 0.097 −0.95 −0.61 2.055 0.92
Nucleosil NM −0.40 −0.188 0.80 0.63 2.207 0.96
Hypersil BDS −0.88 −0.080 −0.93 0.20 2.484 0
Brava BDS 5 −1.20 −0.172 −1.07 −0.06 3.464 0.91
Purospher endcapped 1.53 −0.472 0.96 0.84 3.620 0.88
Discovery −1.19 −0.338 −1.49 −0.06 4.366 0.95
Purospher −0.34 −0.778 0.26 1.65 4.386 0
Bondapak −1.50 −0.316 −0.72 −1.25 5.014 0.19
Spherisorb ODS2 0.25 0.569 1.94 0.16 5.179 0.93
Spheri 1.16 0.451 1.94 −0.40 5.456 1

Platinum 5 −1.79 0.236 −0.33 −1.21 6.066 0
LiChrospher 0.78 0.059 1.94 1.10 6.258 0.96
Nucleosil HD Nautilus −1.08 −0.708 −0.98 1.86 7.371 0.5
Platinum EPS 5 −2.38 1.368 −0.07 1.57 13.595 0.39
Hypersil ODS −0.88 2.473 1.94 −0.87 13.989 0
Supelcosil LC18 −0.54 3.294 1.94 −0.35 18.019 0.67

b
i

g
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Apex Basic −1.70 −0.778
Apex ODS −0.69 3.294

e suitable for the separation of vancomycin and some of its
mpurities.

It should be noted that the column ranking does not distin-
uish between “good” and “bad” columns. A column with a
igher F-value only indicates that it has properties different from
hat of the reference column. For another application, using other
eference values, such a column may be ranked high. Even a col-
mn that ranks low for many applications may be of great value
or some other, specific applications.

. Conclusions
This paper discusses the performance of 37 RP-LC C18
olumns for the separation of vancomycin and some of its
mpurities. The columns were characterised by a set of four
hromatographic test parameters. To determine whether a sep-

r
c
p
h

−0.66 3.44 18.229 0
1.94 −0.48 18.388 0

ration was good or poor, the overall selectivity was evaluated
sing the Chromatographic Response Function. Average val-
es of the four test parameters were calculated for columns
howing a CRF > 0.90. Using these values as a reference for
“suitable” column, the F-values were calculated and a rank-

ng was obtained. All columns with an F-value below 2 were
ound suitable. An F-value between 2 and 6 still offered a 60%
ossibility to find a good column. Above 6, the chances to find
suitable column were very low. These findings are in accor-

ance with the conclusions drawn from a previous experiment
ith aspirin. In the future, more complex case studies (also using
radient elution) will have to be performed to examine the cor-

elation between the column test parameters and their separation
haracteristics. The final aim of the project is to provide a sim-
le column test procedure with accompanying limits, which can
elp to predict the suitability of a column for real separations.
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bstract

A long-life capillary enzyme bioreactor was developed that determines glucose concentrations with high sensitivity and better stability than
revious systems. The bioreactor was constructed by immobilizing glucose oxidase (GOx) onto the inner surface of a 0.53 mm i.d. fused-silica
apillary that was part of a continuous-flow system. In the presence of oxygen, GOx converts glucose to gluconic acid and hydrogen peroxide
H2O2). Hydrogen peroxide detection was accomplished using an amperometric electrochemical detector. The integration of this capillary reactor
nto a flow-injection (FIA) system offered a larger surface-to-volume ratio, reduced band-broadening effects, and reduced reagent consumption
ompared to packed column in FIA or other settings. To obtain operational (at ambient temp) and storage (at 4 ◦C) stability for 20 weeks, the
lucose biosensing system was prepared using an optimal GOx concentration (200 mg/mL). This exhibited an FIA peak response of 7 min and a

etection limit of 10 �M (S/N = 3) with excellent reproducibility (coefficient of variation, CV < 0.75%). It also had a linear working range from
01 to 104 �M. The enzyme activity in this proposed capillary enzyme reactor was well maintained for 20 weeks. Furthermore, 20 serum samples
ere analyzed using this system, and these correlated favorably (correlation coefficient, r2 = 0.935) with results for the same samples obtained
sing a routine clinical method. The resulting biosensing system exhibited characteristics that make it suitable for in vivo application.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Human body needs to maintain blood glucose within a very
arrow range of 70–110 mg/dL. People who have diabetes or
ncreased fasting levels of glucose have elevated blood glucose
evels because of an inability to use insulin properly. This is often
eferred to as insulin resistance. Statistics show that diabetes has
eached epidemic levels in the U.S. because of increased inci-
ence among older Americans, as well as more obesity in the
opulation. About 2200 people are diagnosed with diabetes each

ay, but about one-third of the individuals who have diabetes are
ot aware of it until one of its life-threatening complications has
eveloped. Diabetes results in long-term health consequences,

∗ Corresponding author. Tel.: +886 3571 5131x31286; fax: +886 3 571 1082.
E-mail address: jaho@mx.nthu.edu.tw (J.-a.A. Ho).
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lucose; Glucose oxidase

ncluding cardiovascular disease, nephropathy, neuropathy, dia-
etic retinopathy and blindness. Recent research has indicated
hat hyperglycemia is common in critically ill patients, even in
hose without diabetes mellitus. It has been reported that aggres-
ive glycemic control may reduce mortality in this population
1]. However, the relationship among mortality, the control of
yperglycemia, and the administration of exogenous insulin is
till unclear. Therefore, it is very important to have a simpler,
ore-stable, and more-sensitive method that allows the moni-

oring of blood glucose in clinics and laboratories.
The glucose sensor reported by Clark and Lyons in 1962

2] has generally been recognized as the first biosensor. Since
hen, many types of sensors have been developed for medical

iagnosis applications. The use of glucose oxidase (GOx)-based
lectrodes is a well-established method of detection for in vivo
evels of circulating glucose [3–5]. In this approach, glucose is
onverted to gluconic acid and easily detectable hydrogen perox-
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de (H2O2) by the enzyme glucose oxidase. The process requires
xygen as a cosubstrate. The produced H2O2 is then measured
sing a charged platinum electrode surface. Hydrogen perox-
de has become by far the most widely used method of signal
ransduction in enzyme biosensors, and a majority of all biosen-
ors (65%) use hydrogen peroxide detection [6]. According to

ilson and Thevenot [7], the construction of a hydrogen perox-
de sensor usually involves a platinum anode and a silver/silver
hloride cathode. When the anode is poised at +0.6–0.7 V [8],
he plateau of oxidation of peroxide is reached at the anode. The
nzyme employed in the construction of hydrogen peroxide-
roducing biosensors frequently involves the immobilization
f oxido-reductases to the surface of the sensor by glutaralde-
yde cross-linking [8]. Other methods have been reported for
he immobilization of enzyme, such as physical deposition onto
olid supports, covalent binding [9], and entrapment within a
olyer matrix [10]. In recent years, sol–gel technology has been
idely used to entrap enzyme for different uses [11–14], because

t retains better enzyme activity compared to the free enzyme.
atrixes are usually prepared under ambient conditions and

xhibit tunable porosity, high thermal stability, and chemical
nertness [12]. However, the silica sol–gel matrixes have some
rawbacks, including fragility, complicated preparation proce-
ures, and a tendency to be hydrolyzed at high acidity, which
ften results in the loss of enzyme stability and also limits their
pplication and feasibility in the development of electrochemi-
al sensors [15,16].

Many methods have been developed in an effort to find a
oninvasive detection system for circulating glucose at in vivo
evels, including ultrasound-assisted transdermal monitoring,
lectromagnetic-based sensor, and fluorescence-affinity hollow-
ber sensors [17–27]. Other methods of glucose determination

hat have been reported include those based on a genetically
ngineered protein [28], on concanavalin A [29], and on a micro-
antilever [30].

In this work we develop a longer-life capillary enzyme biore-
ctor for the determination of glucose. The greatly improved
ctivity and stability of this new enzyme bioreactor is facili-
ated by the direct attachment of GOx to the wall of a 530 �m
.d. fused-silica capillary. To the best of our knowledge this is
he first demonstration of the capillary glucose oxidase bioreac-
or with improved enzyme stability and longer shelf life, which
rovides a higher surface-to-volume ratio, maximizing the inter-
ction between glucose and GOx compared to bead-packed
olumn. The results from blood sample analysis promised well
or the use of this biosensing system in online blood glucose
onitoring of critically ill patients before and after surgical oper-

tions. Reduced mortality can therefore be achieved by intensive
lycemic control.

. Materials and methods

.1. Reagents and materials
d-(+)-Glucose, glucose oxidase (glucose: oxygen oxido-
eductase E.C. 1.1.3.4, from Aspergillus niger, 181.6 U/mg),
-glycidoxy propyltrimethoxysilane, potassium carbonate,

s
p

71 (2007) 391–396

odium metaperiodate, sodium cyanborohydride and tri-
thanolamine, glycine, and Trizma® Base tris[hydroxymethyl]
minomethane (Tris) were obtained from Sigma Chemicals Co.
St. Louis, MO). The fused-silica capillary (0.53 mm i.d.) was
btained from Alltech (Deerfield, IL). All other inorganic chem-
cals and organic solvents were of reagent grade or better and
ere purchased from Aldrich Chemical Co. (St. Louis, MO).
he pre-analyzed blood plasma samples from patients were
btained fresh from the Veteran General Hospital—Taichung
VGHTC). The use of these samples in no way contradicts the
elsinki Declaration. De-ionized distilled water was obtained

rom a Milli-Q system (Milford, MA).

.2. Methods

.2.1. Capillary modification
For a sensitive flow-injection analysis (FIA) enzyme reac-

or, we required a high-enzyme loading comparable to the dead
olume of the bed. For such an enzyme assay, the immobi-
ization support must be rigid and have a mild, very stable,
ovalent immobilization chemistry. Our group has previously
emonstrated the successful immobilization of biomolecules
uch as antibody without loss of activity and decreased stability
n the inner surface of capillary column precoated with a glyc-
rylpropyl layer to minimize the adsorption of the analyte. In
he current study the microcapillary enzyme reactor was modi-
ed based on previously described procedures [31–36]. Detailed
odification procedures were as follows:

Step 1: The 85 cm fused-silica capillary (0.53 mm i.d.) was
treated with 1 M NaOH overnight.
Step 2: 1 M HCl and distilled water were used to
rinse the capillary, which was subsequently filled with 3-
glycidoxypropyltrimethoxysilane (GPTMS) and heated at
90 ◦C for 2 h.
Step 3: The capillary was rinsed and treated with 10 mM sul-
furic acid at 90 ◦C for 10 min to convert the residual epoxy
groups to diols.
Step 4: After washing with distilled water, diols were cleaved
and oxidized to aldehydes with sodium metaperiodate contain-
ing potassium carbonate at room temperature for 2 h.
Step 5: 190 �L of GOx (200 mg/mL) and sodium cyanboro-
hydride (5 mg/mL) in 0.1 M phosphate buffer (pH 7.3) were
passed slowly into the capillary and incubated overnight to
reduce the Schiff base.
Step 6: The capillary was rinsed with 0.2 M triethanolamine
buffer (pH 8.2), 1 M NaCl, 0.1 M glycine/HCl buffer (pH 2.5),
and Tris buffered saline (TBS), pH 7.0, sequentially. Finally,
the capillary enzyme reactor, filled with TBS (pH 7.0), was
then stored at 4 ◦C until use. In this way glucose oxidase was
covalently attached on the inner wall of capillary column.

.3. Flow-injection analysis system
The flow-injection analysis system (schematic diagram
hown at Fig. 1) consists of a Hewlett Packard 1050 HPLC
ump (Agilent, Foster City, CA) at the inlet of the capillary glu-
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ig. 1. A schematic diagram of enzymatic flow injection analytical system for bl

ose biosensing system that maintains a flow rate of 0.3 mL/min
nd a Rheodyne (Model 7725) injector with a 20 �L sample
oop (Rainin, Emeryville, CA) for injection of the samples.
ommercially available polyetheretherketone (PEEK) tubing

0.020 in. i.d.) and standard fingertight fittings were purchased
rom Upchurch Scientific Inc. (Oak Harbor, WA). The carrier
sed was 0.1 M potassium phosphate buffer (pH 7.2) containing
.1 M NaCl that was vacuum-filtered before use. A HW-2000
hromatography workstation, used for data collection, was pur-
hased from Great Tide Instrument Co. (Taipei, Taiwan).

Final signal integration was performed using the HW-
000 Chromatography workstation system running on an Intel
eleron 2.20 GHz computer. All electrochemical measurements
ere performed on an electrochemical analyzer (model CL-4C

mperometric detector) obtained from BAS (West Lafayette,
N). A BAS model CC-5E electrochemical flow cell was
mployed in these measurements. The conventional three-
lectrode system was made up of a dual platinum electrode
or thin-layer cross-flow cell (model MF-1012, BAS) as work-
ng electrode (3 mm in diameter), Ag|AgCl as reference (model

W-2078, BAS), and steel wire as counter electrode.

.4. Experimental procedures

For the determination of glucose, 20 �L of glucose standards
ere injected into the carrier stream and subjected to flow-

njection analysis using the constructed microcapillary glucose
xidase enzyme reactor as described above, where the catalytic
eaction involves glucose oxidation to produce hydrogen perox-
de. The amperometric signal produced by hydrogen peroxide
as measured by the amperometric detector in the system, which

pplied a potential to the electrochemical cell and monitored
he resulting electrochemical reaction. The dual platinum work-
ng electrode was initially prepared by polishing for 3 min with
.05 �m diamond polish on a polishing disk. After polishing,

he dual electrode surface was rinsed with distilled water and

aintained at 0.350 V versus Ag|AgCl for hydrogen peroxide
easurements. The electrochemical oxidation of hydrogen per-

xide at the dual 3 mm platinum electrode was measured with an

s
o
i
a

lucose. WE: working electrode; RE: reference electrode; AE: counter electrode.

mperometric detector, and the current output was also stored on
W-2000. The height of a given FIA peak reflects the number
f moles injected onto the capillary enzyme reactor. At a given
nalyte concentration, the peak height varies with sample vol-
me, which is determined by the volume of the injection loop.
he calibration curves for each assay were expressed in terms
f the injected molar content in order to determine the linear
ynamic range of the capillary FIA system for glucose.

.5. Real-sample analysis

Fresh human serum (20 �L) was diluted with 180 �L of 0.1 M
otassium phosphate buffer (pH 7.2) containing 0.1 M NaCl and
ubsequently injected via the valve. The results obtained using
his capillary-based method were compared to those obtained
ith a clinically used glucose analyzer (Hitachi 7170 automated

nalyzer).

. Results and discussion

.1. Optimization of parameters and characterization of the
iosensing system

A series of experiments was performed to establish the
onditions for maximum peak height. The applied volt-
ge (0.300–0.500 V), sample injection volume (5–20 �L),
nzyme concentration (100–200 mg/mL), and flow rate
0.1–0.5 mL/min) were investigated.

To evaluate the effect of the voltage on the sensitivity of
he biosensing system, different voltages were applied to the
ystem. The voltages varied from 0.300 to 0.500 V. The maxi-
um sensitivity was achieved at an applied voltage of 0.500 V

ersus Ag|AgCl using model glucose standards. However, this
igh voltage suffered from a low signal-to-noise ratio prob-
em, and there was severe interference from the medium during

erum sample analysis (Fig. 2). Oxidation of hydrogen per-
xide at higher voltage (at a platinum electrode) is prone to
nterference from many other electroactive substances, such as
scorbic acid and uric acid; however, oxidation signals obtained
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to fouling by protein components in physiological fluids, no
serious interference was found when our model serum solution
(BSA spiked in glucose standard solution at final concentration
of 7 mg/mL) was tested.
Fig. 2. The effect of applied voltage on real-sample analysis.

t lower potential minimize these interference effects. There-
ore, a voltage of 0.350 V was selected, and the system became
ore tolerant of interference. Although results obtained from
itachi 7170 autoanalyzer and proposed FIA system correlated
ell, differences were still observed between these two sets of
ata. The accuracy of the proposed system should be satisfactory
or screening purpose. The injected-sample volume was varied
y changing sample loop size relative to the injection valve.
he peak height increased with increasing injected-sample size.
sample volume of 20 �L was selected as a suitable volume.

he enzyme concentration for the immobilization on the inner
all of capillary was varied from 100 to 200 mg/mL. The max-

mum peak height was obtained with GOx at 200 mg/mL. Due
o the relatively high cost of glucose oxidase, enzyme concen-
ration higher than 200 mg/mL was not considered in this study.
he length of bioreactor (25–100 cm) was also an investigated
arameters. The longer the bioreactor, the higher signal output
ould be obtained. However, broaden peaks were often found
hen length of bioreactor was longer than 85 cm. The flow rate
as a very important parameter of the proposed system because

he slower flow allowed sample glucose to react with immo-
ilized enzyme more completely, and therefore higher signal
utput could be collected; however, the slow flow rate often
esulted in peak broadening and limited sample throughput.
fter considering all of these factors, a flow rate of 0.3 mL/min
as chosen for acceptable peak height and sample throughput.

.2. Assay performance

The present enzyme-based capillary glucose biosensing sys-
em was based on glucose oxidase.

lucose + O2 ↔ H2O2 + gluconicacid

n the reaction sequence shown above, glucose oxidase cataly-
es the oxidation of �-d-glucose to gluconic acid, using oxygen
s the electron acceptor. Since the gluconic acid level cannot be
easured by the change in pH [8], the oxidation of hydrogen
eroxide was measured by means of a charged platinum-based
orking electrode surface [3]. Based on earlier research [37–40],
otassium phosphate buffered saline (pH 7.2) with a similar
ature to physiological fluids was selected as the medium solu-

F
G

ig. 3. Reproducibility of the signals generated by five replicates of a glucose
tandard (concentration = 10 mM).

ion for the glucose standards.

2O2
+0.350−0.650V vs Ag/AgCl−→ O2 + 2H+ + 2e−

he amperometric signal was obtained upon the injection of vari-
ble glucose concentrations into the electrode cell under flow
onditions, no signal was found in the absence of glucose. The
inear response was observed between 10−2 mM (10 �M) and
0 mM of glucose standard solution with the regression equation
f amperometric signal = 49.879 mM + 2.21 (R2 = 1.000). The
ensing system was used for an average of 8 h a day, and the capil-
ary enzyme reactor remained stable for at least 120 days at 25 ◦C
n operation condition and for the remainder of the time at 4 ◦C in
torage conditions. The repeatability and reproducibility of the
roposed system was examined by injecting a 10 mM glucose
tandard. The uniformity of the FIA-amperometric peaks gen-
rated by five replicate injections is shown in Fig. 3. The largest
alue for the coefficient of variation (CV) for five replicate mea-
urements was 0.75%, indicating that the reproducibility of this
nzyme-based capillary glucose sensing system is acceptable.
he proposed method was also validated for its accuracy by
mploying interday studies for 5 days where a glucose standard
as measured, also at a concentration of 10 mM. As shown in
ig. 4, the coefficient of variation based on the peak height was
ound to be 3.05%. Additionally, though Pt electrode is prone
ig. 4. Interday deviation for the enzyme-based capillary biosensing system.
lucose standard concentration: 10 mM.
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Fig. 5. Linear regression of the correlation between glucose results measured
by the proposed capillary glucose biosensing system and reference clinical mea-
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urements of blood samples obtained from 20 patients. X-axis: results of clinical
easurements; Y-axis: results from the capillary glucose biosensing system.
ach point represents the mean of three measurements.

.3. Application

The comparison study in measuring blood glucose of patients
ith proposed system and clinically used glucose analyzer

Hitachi 7170) is very important in validating a new analytical
ethodology towards its clinical applications. In this study, glu-

ose was determined in human serum from adults by using the
roposed system. Prior to analysis the sample serum was diluted
ith 0.1 M potassium phosphate buffer containing 0.1 M NaCl

pH 7.2) and centrifuged at 2000 × g at room temp for 5 min.
wenty microliters was taken directly from the supernatant and

njected into the system. Linear regression of the correlation
etween blood glucose results measured by the enzyme-based
apillary glucose biosensing system and a clinically used glu-
ose analyzer (Hitachi 7170) is shown in Fig. 5. The largest value
f the CV for five replicate injections was 6.05%. The best-fit
egression line of the average of enzyme-based capillary glu-
ose sensing system versus that determined using the clinical
itachi 7170 automated analyzer indicated a strong correla-

ion between the two data sets (r2 = 0.935). This shows that the
roposed system is comparable to the Hitachi 7170 automated
nalyzer presently used in the Medical Laboratory Department
t Taichung Veterans General Hospital.

. Conclusions

In summary, we have demonstrated the successful attachment
f glucose oxidase to the inner wall of a fused-silica capil-
ary while retaining enzymatic activity for more than 120 days.
ur study has shown that an enzyme-based capillary glucose
iosensing system was developed based on flow-injection analy-
is with amperometric detection. Operational and storage stabil-
ty for greater than 4 months permitted the measurement of more

han 300 samples. The glucose biosensing system prepared using
he optimal GOx concentration (200 mg/mL) exhibited a FIA-
mperometric current response at 7 min. The sample throughput
as about 9/h, and the reagent consumption was reduced. This

[
[
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ow-injection type of sensing system holds promise for the
etermination of glucose content in clinical samples as well as
n fruit juice.

The proposed glucose sensing system was found to be respon-
ive to glucose over a wide range of concentrations and has
he following characteristics: a detection limit of 10 �M (based
n the signal-to-noise characteristics, S/N = 3), linearity up to
04 �M, and reproducibility of under 0.75% coefficient of vari-
tion. These results clearly show the usefulness of this platform
or direct detection of glucose and clinical diagnosis without
omplicated sample preparation and labeling. This proposed
iosensing system has demonstrated its feasibility as a means of
etermining blood glucose in serum. The integration of this cap-
llary system into a flow-injection system offers the advantages
f a large surface-to-volume ratio, laminar flow, and reduced
and-broadening effects compared to previous packed-column
ystems. These all help to increase the sensitivity and repro-
ucibility of this capillary glucose measurement system. The
urrent focus of our group is to use an enzyme-immobilization
echnique on microfluidic enzyme chips to improve the sample
hroughput. Future efforts will include attempts to incorporate
n insulin biosensor into the present sensing system that will
llow the parallel measurement of glucose and insulin. This will
implify studies on whether blood glucose level or the amount
f insulin administered is associated with reduced mortality in
ritically ill patients.
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bstract

Estimating an appropriate chemical rank of a three-way data array is very important to second-order calibration. In this paper, a simple linear
ransform incorporating Monte Carlo simulation approach (LTMC) to estimate the chemical rank of a three-way data array was suggested. The
ew method determines the chemical rank through performing a simple linear transform procedure on the original cube matrix to produce two
ubspaces by singular value decomposition. One of two subspaces is derived from the original three-way data array itself and the other is derived
rom a new three-way data array produced by the linear transformation of the original one. Projection technique incorporating the Monte Carlo
pproach acts as distinguishing criterion to choose the appropriate component number of the system. Simulated three-way trilinear data arrays
ith different noise types (homoscedastic and heteroscedastic), various noise level as well as high collinearity are used to illustrate the feasibility
f the new method. The results have shown that the new method could yield accurate results with different conditions appended. The feasibility of

he new method is also confirmed by two real arrays, HPLC-DAD data and excitation–emission fluorescent data. All the results are compared with
he other three factor-determining methods: factor indicator function (IND), core consistency diagnostic (CORCONDIA) and two-mode subspace
omparison (TMSC) approach. It shows that the newly proposed algorithm can objectively and quickly determine the chemical rank to fit the
rilinear model.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Tensor calibration is increasingly being used for establish-
ng regression models and predicting the concentration from
xperimental data. It can be classified into zero- to first- to
econd-order calibration and beyond in terms of the order of
he analytical instruments [1]. The first- and second-order cal-
brations are the most commonly used ones in the analytical
hemistry field. The first-order calibration methods comprise
everal important regression models, such as multivariate linear
egression (MLR), principal components regression (PCR), par-
ial least squares regression (PLS) [2]. The insufficiency of the

rst-order calibration (two-way data analysis) is that it requires
very spectrally active species in a future unknown sample must
e included in the calibration sample [1] i.e., the components

∗ Corresponding author. Tel.: +86 731 8821818; fax: +86 731 8821818.
E-mail address: hlwu@hnu.cn (H.-L. Wu).
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m; Monte Carlo simulation; Projection technique

ontained in the calibration sample and predicted sample should
oincide. Otherwise, the predicted result will be inaccurate when
sample with one or more species (interferences) is not repre-

ented in the calibration model.
In practical situations dealing with complex chemical and

hysical systems, such as process analysis, environmental analy-
is, food and pharmaceutical analysis, the interferences are often
ncountered in the mixture investigated [3]. On such occasions
nly the second-order calibration (three-way data analysis) can
btain more satisfactory result. Thus three-way data (derived
rom the hyphenated analytical techniques such as HPLC-DAD
r excitation/emission matrix spectrofluorometer) analysis has
ecome one of the most active areas in analytical chemomet-
ics and other areas [4–9]. Unlike two-way analysis techniques,
hree-way data analysis enables one to quantify the compo-

ents of analytical interest even in the presence of unknown
nterferences not included in the calibration sample i.e., the
econd-order advantage [1]. The other advantage of it is that
he solution produced by the trilinear data analysis is rotation
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ependent [3,6]. Primarily, in terms of their sensitivity for the
hemical rank (the number of principal factors responsible for
he trilinear model), there are two main types of methodologies
or the three-way data resolution in chemometrics. Methods of
he first type are sensitive to the rank of three-way data arrays,
.e., the underlying factors, such as Tucker3 [10], PARAFAC
11], bilinear least squares (BLLS) [5], generalized rank annihi-
ation (GRAM) [12] and trilinear decomposition (TLD) method
13]. However, methods of the second type are insensitive to the
nderlying factors of the system. These are developed mainly
y our laboratory, including alternating trilinear decomposition
ATLD) [14], alternating slice-wise diagonalization (ASD) [15],
elf-weighted alternating trilinear decomposition (SWATLD)
16], and pseudo-alternating least squares (PALS) [17], etc.
he first type requires a correct determination of the underly-

ng factors of the complex system. Otherwise it would produce
n inaccurate result. The second type only requires the factors
elected are not less than the accurate underlying factors. The
esult would be inaccurate when the chemical rank was under-
etermined for any methods. Thus, it is requisite to determine
he underlying factors for fitting the trilinear model beforehand.
he analytes are often unknown in practical analysis process.
herefore, determining the underlying species in the mixture is
lways the key step to further qualitative and quantitative anal-
sis in all forms of spectral data treatment whichever type is
mployed.

In chemometrics, choosing the chemical rank of a data matrix
ocuses mainly on first-order data arrays [18]. Here, the chemical
ank of a data matrix denotes the number of principal fac-
ors responsible for the model. Sometime it can also be called
seudo-rank or underlying factor or number of significant com-
onent of the mixture system. Some authors have given some
ood reviews about these methods in their literatures [12,19].
ontrarily, deciding the appropriate rank of three-way data array

s very difficult and different from two-way data arrays. Kruskal
as pointed out six distinctions from the first-order data [20].
nly several methods have been used for the determination
f significant factors of three-way data arrays. Primarily, they
an be divided into two groups. The first group applies tri-
inear model to estimate the chemical rank of three-way data
rray, such as core-consistency-diagnostic [21] and add-up-
ne [22] approach. Core-consistency-diagnostic compares the
esults from the core matrix of the Tucker3 and PARAFAC
odels with different factors attempted, and the add-up-one

lgorithm unfolds the three-way data along with the two orders
nto two cube matrices, then runs PARAFAC algorithm [11]
wice to compare the residuals of different factors. Some litera-
ures have used the core-consistency-diagnostic in their papers
3,8]. However, these methods used to be time-consuming for
heir requiring PARAFAC to run once or twice times. At the
ame time, two-factor degeneracy [23,24] may make these two
ethods suffer from heavy computation burden and produce

rroneous result. The second group is the non-model method.

hey include split-half analysis [25], multi-way cross-validation

26], two-mode subspace comparison (TMSC) [27] and prin-
ipal norm vector (PNV) [28] approaches, etc. Wu et al. [14]
lso suggested general formula for deducing the chemical rank

w
t
c
n

1 (2007) 373–380

f three-way data arrays. In practical application, it is difficult
o select the appropriate splitting scheme for split-half analy-
is. The performance of the multi-way cross-validation is more
nconvenient to the general user. At the same time, TMSC and
NV only adopt a group of subspace to determine the chemical
ank, which maybe lead to losing some useful information. On
he other hand, any of these methods cannot ensure to obtain
he accurate result for a practical mixture system. Two or more

ethods are often used to estimate the appropriate component
umber of the mixture to confirm the result [3]. Thus, developing
he method of choosing the significant components for fitting the
rilinear model should be encouraged [9]. In this paper, a simple
inear transform method incorporating Monte Carlo simulation
LTMC) to estimate the chemical rank of three-way data arrays
as proposed. Its feasibility was validated through the simulated

nd real three-way data sets. The new method offered an alter-
ative to estimating the chemical rank of three-way data array
rom a complex system.

. Theory

.1. Trilinear model for second-order calibration

Trilinear instrumental response, say the two-way matrices
btained using HPLC-DAD, for K mixture samples can be
xpressed as

..k =
N∑

n=1

anbT
nckn + E..k, k = 1, 2, . . . , K (1)

here X..k is the response matrix for the kth sample (I wave-
engths by J retention times). an and bn are the spectral and
he chromatographic profiles, respectively, for the nth compo-
ent and ckn is the concentration of the nth component in the
th sample. It is important to note that it is implied by Eq. (1)
hat anbT

n is the two-way response of the pure nth component of
nit concentration. E..k is the measurement error matrix for the
th sample. N denotes the underlying factors, which should be
onsidered as the total number of detectable species, containing
hysically meaningful component(s) of interest and background
s well as uncalibrated interferences (interferent(s) that are not
resent in the calibration samples). The superscript T denotes
he transpose of a matrix or a vector. Note that, throughout this
aper, scalars are shown in italics, vectors are bold lowercase
etters, two-way matrices are bold uppercase letters.

.2. Algorithm

The mathematical formulation of HPLC-DAD or emission-
xcitation fluorescent approach for N components sample can
lso be expressed as the following:

..k = A diag(c(k))BT + E..k, k = 1, 2, . . . , K (2)
here X..k is still the response matrix for the kth sample. E..k is
he measurement error matrix. A and B are the matrices which
ollect spectral and chromatographic profiles for all N compo-
ents, respectively. They can be expressed as A = (a1, a2, . . ., an)
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nd B = (b1, b2, . . ., bn). c(k) is the kth row of C (the concentration
atrix with size K × N). diag(c(k)) denotes the diagonal matrix
hose diagonal elements are the corresponding ones of c(k). Now
e suppose the only two mixture samples that both included N

omponents were measured by hyphenated instrument and then
wo response data matrices were obtained, respectively. They
re only different with variable concentration. If one decom-
oses the two sample matrices by singular value decomposition
SVD), the first N columns of two left and right eigenvector
atrices will be uniform to each other in the absence of noise. In

he presence of noise, the first N columns of left and right eigen-
ector matrices will span the same subspace but the (N + 1)th
olumn is nearly orthogonal. Refs. [29,30] have adopted this
dea to determine the chemical rank of the excitation–emission

atrix by applying repeated experiments and bootstrap resam-
ling scheme. For three-way data analysis, one can obtain K
here K is often greater than two sample matrices synchronously,
ncluding calibration samples and prediction samples. Gener-
lly, each sample matrix does not always comprise of the same
omponent especially for the prediction samples. The predic-
ion samples often contain the uncalibrated interferences that
re not included in the calibration sample. Thus the above idea
oes not fit to estimate the chemical rank of three-way data set
btained from multi-samples. In this paper, we apply a simple
inear transform approach to choosing the appropriate compo-
ent in the trilinear data arrays. First we will add together the K
ample matrices:

1 =
K∑

k=1

X..k k = 1, 2, . . . , K (3)

Then we multiply a stochastic numberwk (0 < wk < 1, k =
, 2, . . . , K) to each sample matrix as the following:

∗
..k = wkX..k = A diag(wkc(k))BT + E∗

..k k = 1, 2, . . . , K

(4)

This can be considered to be a linear transform of concentra-
ion term to produce K new sample matrices. In succession we
lso add together the new K sample matrices as former:

2 =
K∑

k=1

X∗
..k k = 1, 2, . . . , K (5)

Matrices R1 and R2 represent the compressed sample matri-
es. One can decomposes the matrix R1 and the reproduced
atrix R2 by singular value decomposition (SVD):

U, S,V] = svd(R1), [U∗, S∗,V∗] = svd(R2)

It supposes that there are N component(s) in the complex
ystems. One can find the two subspaces spanned by the first

columns of two eigenvector matrices U and U* are nearly
oincident while they are nearly orthogonal for the two sub-

paces spanned by the later (N + 1)th, (N + 2)th,. . ., columns
f eigenvector matrices U and U*, because the later (N + 1)th,
N + 2)th,. . ., columns represent the noise space that is indepen-
ent. It is identical to the other two eigenvector matrices V and

l
a
i
s
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*. The idea can lead us to estimate the rank of three-way data
rrays.

Several algorithms can be used to distinguish the differ-
nce between two subspaces produced, such as projection
pproach, subspace difference approach. Subspace included
ngle approach [31] and canonical correlation analysis [29,30],
tc. In this paper, only projection method was used to determine
he chemical rank of three-way data arrays.

Projection technique is a conventional method in chemomet-
ics. In this paper it is used to determine the coherency between
he subspace U and U*. The factors from one to F (F � N, N
s the appropriate component number to fit the trilinear model)
ere selected. Just as discussed above, the first N columns of
atrices U and U* are high correlation but low correlation for

he later N + 1 column. Therefore, the projection residuals for the
rst N factors will keep very small values or decrease gradually

o the minimum value when the factors selected increase from
ne to N. Thereafter the projection residuals of the N + 1 factor
elected will enhance remarkably and keep relatively large value
or the subsequent factors. The performance result of eigenvector
atrices V and V* will be coincide with the above conclusion.
ere we incorporate them together as following:

(f ) = (
∥
∥
∥(IU − UfU+

f )U∗
f

∥
∥
∥+

∥
∥
∥(IV − VfV+

f )V∗
f

∥
∥
∥)/f (6)

ere IU and IV denote the identity matrices with same dimen-
ion to the UfU+

f and VfV+
f , respectively. f denotes the factor

ttempted to decide the chemical rank of the mixture. Uf and U∗
f

enotes subspaces which collect the first f columns of U and Uf.
f and V∗

f denotes subspaces which collect the first f columns of

and V*. ‖ ‖ denotes matrix norm. It should be noticed, if one or
everal matrices were multiplied by a very small stochastic value
k (close to zero), it may lead to losing some useful information

ontained in those samples and the final result may be inaccu-
ate. To overcome the deficiency, Monte Carlo (MC) simulation
32] is used to produce at least 50 groups of stochastic number
each group contains k stochastic numbers wk, respectively) to
epeat above computation procedure 50 times. The projection
esiduals of each time will be added up and a mean value can
e obtained. Therefore, comparing with TMSC and PNV, which
nly adopt a group of subspace, the newly proposed method will
e more robust than them from statistics’ point of view for it
pplies MC approach to producing multiple groups of subspace.
t the same time, the newly proposed method runs faster than

dd-up-one and core consistency diagnostic approach for it does
ot require running PARAFAC. Thus the first N factor(s) cor-
esponding to the small projection residuals will be considered
o be the chemical rank of the mixture system. The subsequent
actors corresponding to the large projection residuals will not
e deemed to be the significant components to fit the trilinear
odel. It is also worth noting that the newly proposed method

hooses the chemical rank of the mixture system based on the tri-

inear model. Therefore, it does not fit the non-trilinearity data
rrays produced by some factors, such as retention time shift
n the chromatographic analysis and Rayleigh scattering in the
pectrofluorimetric analysis, etc.
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The newly proposed method of estimating the underlying
actors in the three-way data arrays can be described as the fol-
owing:

1) The original cube X- is unfolded into K matrices XI×J, and
then each matrix XI×J is multiplied by the scalar w..k to
produce K new matrices X∗

I×J , here w..k is produced by
Monte Carlo simulation.

2) Then add the K matrices XI×J and K new matrices X∗
I×J

together, respectively, to produce two compressed matrices
R1 and R2.

3) Two compressed matrices R1 and R2 were decompose by
SVD, respectively.

4) The eigenvector matrices U and U* as well as eigenvectors
matrices V and V* are performed by the projection method
together.

5) Monte Carlo (MC) simulation is used to produce at least 50
groups of stochastic numbers to repeat steps (1)–(4) at least
50 times (more times can make the result more obvious). All
50 groups of projection residuals are added up and a mean
value can be obtained. Here f values ranging from 1 to F
are attempted to determine the chemical rank of the mixture
system. The process will stop when the projection residuals
increase remarkably from a very small value to a large value.
The factors corresponding to those small residuals can be
considered to be the chemical rank of the three-way data
arrays. In this paper, 10 factors (F = 10) are attempted in each
data array to interpret the feasibility of the newly suggested
method. In practices, the maximum factor attempted must
not be predefined. The procedure can stop automatically
when the projection residuals increase from a small value
to a large value.

The newly proposed method was compared with the fol-
owing three methods: factor indication function (IND) [12],
ore consistency diagnostic (CORCONDIA) and two-mode sub
pace compare (TMSC) approach. The first compared method
as often used to estimate the chemical rank of two-way data

rrays. The last two methods used to decide the underlying factor
f three-way data arrays. The chemical rank is the factor corre-
ponding to the minimum factor indication function value in the
ND approach. For the two-mode subspace compare approach,
he chemical rank denotes the factor which corresponds to the

inimum projection residuals. The core consistency diagnostic
tilizes core consistency to choose the chemical rank. The total
actor numbers which have the maximal percentage of explained
ariation are considered to be the underlying factor for fitting the
rilinear model. None of the selected methods requires human
nvolvement. In this paper, three sets of simulated three-way data

nd two real three-way data arrays have been used to valuate the
erformance of the proposed method.

All computer programs were written in the MATLAB
MathWorks) programming environment, and all calcula-
ions were carried out on a personal computer (Pentium IV
rocessor).

d
b
D
s
w
(
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. Experimental

.1. Simulated HPLC-DAD data arrays with
omoscedastic and heteroscedastic noises

In order to investigate the feasibility of the newly proposed
ethod to resolve the three-way trilinear data arrays, a simu-

ated data set measured using a HPLC system with diode array
etection on 10 samples containing three species was simulated.
ere the first six samples only contained the two components of

nalytical interest. The remaining four samples contained two
nalytical species and one interference, i.e., three components.
wo types of noise, homoscedastic noise and heteroscedastic
oise were constructed to join into the simulated three-way to
roduce two trilinear data arrays, respectively. Homoscedastic
nd heteroscedastic noises are produced basing on the following
chemes:

homo noise = ahomo × RANDN × max(X...k),

heter noise = aheter × RANDN ◦ X...k

here ahomo and aheter are two parameters controlling the
omoscedastic and heteroscedastic noise levels [20]. The sym-
ol ‘◦’ represents Hadamard product. In this paper, ahomo
hanges from 0.4% to 4.0% and aheter changes from 0.8% to
0%, respectively.

.2. Simulated emission–excitation fluorescent collinearity
ata array

Resolving collinearity data is a difficult task while estimat-
ng the chemical rank of a three-way data array. In this paper,
simulated excitation–emission fluorescent data set of 10 sam-
les with four components was constructed. The simulated data
et is also divided into calibration sample and predicted sam-
le as the above. The fourth component is only contained in
he last four predicted samples. The methods from the literature
20] were used to produce collinearity data arrays, i.e., the spec-
rum of the fourth component with spectral profile reproduced
y the equation: sp = norm(sp4 + acolinearity × sp3), here, norm is
function normalizing vectors to unit length, sp3 and sp4 sym-
olize the spectra of components 3 and 4, respectively, acolinearity
s a parameter regulating the degree of collinearity. In this paper,
colinearity equals to 0.9, 1.2 and 1.4, respectively. Homoscedastic
oise level is fixed to be 0.6% in these data arrays.

.3. Real HPLC-DAD data array

Twelve samples containing different amounts of l-chloro-2,4-
initrobenzene, 3,5-dinitrobenzoic acid and 2,4-dinitrobenzoic
cid were analyzed using HPLC-DAD. Twelve samples are
ivided into two sets, i.e., the first eight samples are the cali-
rated sets and the remaining four are the predicted sets. 2,4-

initrobenzoic acid is considered as interference in predicted

amples. The response data used for second-order calibration
ere taken over an elution time range of 1.313–1.860 min

1/150 min intervals) and a wavelength range of 220.0–310.0 nm
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2 nm intervals). All chemical substance was of analytical grade.
three-way data array of size 83 × 46 × 12 was collected.

etailed can be found in Ref. [33].

.4. Real excitation–emission fluorescent data array

Determination of the reserpine in human plasma was
nvestigated by model F-4500 fluorescence spectrophotometer
HITACHI). Reserpine with different concentrations was done
n 10 samples. The first six samples only contain reserpine and
he last four predicted samples were spiked to human plasma as
ackground or interferences. The excitation wavelength was set
rom 310.0 to 420.0 nm at an interval of 5.0 nm, and the emis-
ion wavelength varied from 430.0 to 505.0 nm with an interval
f 5.0 nm. Thus, a 22 × 15 × 10 data array can be assembled.
ayleigh scattering in all response matrices was roughly cor-

ected just by subtracting the average response matrix of the three
lank solutions. Data arrays were assembled by the Rayleigh
cattering corrected response matrices.

. Results and discussions

.1. Simulated HPLC-DAD data arrays with
omoscedastic and heteroscedastic noises

In the simulated HPLC-DAD data set, various homoscedas-
ic noise levels (0.4–4.0%) were first considered to inspect the
easibility of the newly proposed method. It was found that the
ew method performed well when the error level changed. The
rojection residuals of the 10 factors with different magnitude
omoscedastic errors were listed in Fig. 1. From the results one
an find that the projection residuals decrease gradually from

ne to three and increase suddenly to a large value for the later
actors. It clearly shows that the chemical rank of the simulated
PLC-DAD data array is three, i.e., the simulated sample set

equests three underlying factors to fit the trilinear model accu-

ig. 1. The projection residuals of 10 factors for simulated three-component
PLC-DAD data set with different magnitude homoscedastic noise (0.4–4.0%).

n

b
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e
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ig. 2. The projection residuals of 10 factors for simulated three-component
PLC-DAD data set with different magnitude heteroscedastic noise (0.8–20%).

ately. It is coincident with the practical. It shows the newly
uggested method could be used to estimate the chemical rank
f the three-way data arrays.

Fig. 2 displays the projection residuals of 10 factors with dif-
erent magnitude heteroscedastic noise (0.8–20%). It can also
e clearly found that the third factor selected corresponds to the
mallest projection residuals among 10 factors attempted. The
rojection residuals corresponding to the fourth factor enhance
emarkably to a large value. Therefore, there were three appro-
riate components in the simulated HPLC-DAD data set. Run-
ing the PARAFAC algorithm is completely correct. It shows
hat the new method can give a correct estimate of the under-
ying factors in the three-way data arrays with heteroscedastic
oise.

The simulated HPLC-DAD data sets were also performed
y the other three factor-determining methods, respectively.
ables 1 and 2 list the results calculated by the four factor-
etermining methods. The TMSC and CORCONDIA give
xcellent result for the simulated data set with different con-
itions appended. Contrarily, the IND method failed to give the
rue result when the noise level is high enough. It validates three
omponents when noise is small enough but underestimates
ne component for 4% homoscedastic and 20% heteroscedastic
oise level. This shows that the IND may be deficient for its

tilizing the eigenvalue to decide the rank of the compound. It
ill fail when the noise is relatively high.

able 1
he performances of four factor-determining methods for simulated three-
omponent HPLC-DAD data array with different magnitude homoscedastic
oise

LTMC TMSC CORCONDIA IND

.4% 3 3 3 3

.8% 3 3 3 3

.0% 3 3 3 3

.0% 3 3 3 2
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Table 2
The performances of four factor-determining methods for simulated three-
component HPLC-DAD data array with different magnitude heteroscedastic
noise

LTMC TMSC CORCONDIA IND

0.8% 3 3 3 3
2.0% 3 3 3 3
6.0% 3 3 3 3
10% 3 3 3 3
2

4
d

a
1
r
b
v
f
s

Fig. 3. The projection residuals of 10 factors for simulated four-component
emission–excitation fluorescent data with different collinearity (homoscedastic
noise level is fixed to be 0.6%).
0% 3 3 3 2

.2. Simulated emission–excitation fluorescent collinearity
ata array

The feasibility of resolving high collinearity three-way data
rray discussed by the new method. Different acolinearity (0.9,
.2, 1.4) is changed to control the collinearity, respectively. The
esult of the newly proposed method is listed in Fig. 3. It can
e found the projection residuals of the first four factors keep

ery small value and increase rapidly to a large value for latter
actors. It indicates that there are four underlying factors in the
imulated emission–excitation fluorescent data set. The result

Fig. 4. Rank-deducing results of LTMC (a), TMSC (b), CORCONDI
A (c) and IND (d) methods for the real HPLC-DAD data array.



L.-Q. Hu et al. / Talanta 7

Table 3
The performances of four factor-determining methods for simulated four-
component data array with different collinearity

LTMC TMSC CORCONDIA IND

a = 0.9 4 4 4 4
a = 1.2 4 4 4 4
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omoscedastic noise level is fixed to be 0.6%.

an be substantiated by successful application of PARAFAC
lgorithm. It shows that the LTMC approach can overcome the
mpact of high collinearity in the complex system. The other
actor-determining methods give accurate chemical rank in the
imulated emission–excitation fluorescent collinearity data. The
esult can be found in Table 3.

.3. Real HPLC-DAD data array
In the real HPLC-DAD data arrays, the factors attempted
rom 1 to 10 are calculated using LTMC. The result is listed in
ig. 4. One can find that the projection residuals of the first three
actors maintain a relatively small value and suddenly enhance

I
L
a
m

Fig. 5. Rank-deducing results of LTMC (a), TMSC (b), CORCONDIA (c) and
1 (2007) 373–380 379

o a very large value for the later factors. It shows that there
re three underlying factors in the complex system. The result
an be substantiated by the successful application of PARAFAC
lgorithm and comparing to the true value. The results of the
ther three methods are also plotted in Fig. 4, respectively. The
MSC and CORCONDIA also give excellent result for the real

hree-way data arrays. Contrarily, the IND method failed to give
he true result. This shows that the newly proposed method can be
sed to determine the rank of the practical three-way data arrays.

.4. Real excitation–emission fluorescent data array

In the real emission–excitation fluorescent data array, the
uman plasma was added to the system except the calibration
et. Fig. 5 displays the result obtained by the newly proposed
ethod. The projection residuals of the first two factors corre-

ponded to the small value and increased remarkably to a large
alue for the subsequent factors. It shows that the system has
wo underlying factors. The result of the CORCONDIA and

ND method are listed in Fig. 5. It gives the same result as the
TMC. In Fig. 5, one can find the TMSC method cannot give
clear conclusion. It shows that the factor-determining method
ay be successful at some circumstances but fail to the other

IND (d) methods for the real emission–excitation fluorescent data array.
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nstances. Thus, it is often recommended to adopt two or more
ethods to estimate the appropriate component number of the
ixture. Here one and two factors were considered to run the

ARAFAC algorithm, respectively. The result is proved to be
orrect in contrast with the true value when component number
quates to two. It shows that the plasma introduced interfer-
nce to the mixture. The underlying factors should be equal to
he summation of the species investigated and interferences. The
esults show that the newly proposed method can be used to esti-
ate the chemical rank of three-way data array obtained from

he practical system and give the correct conclusion.

. Conclusion

A simple linear transform procedure incorporating Monte
arlo simulation (LTMC) approach to estimate the chemical

ank of three-way data arrays (LTMC) was proposed in this
aper. Applications of the simulated three-way data arrays and
eal experiment have showed the LTMC algorithm is feasible
o determine the chemical rank of the complex system studied.
omparing with the other factor-determining methods, the
utstanding feature of the LTMC method can be extremely easy
o calculate and quickly determine the appropriate component
o fit the trilinear model. Simultaneously it must not produce a
tandard to determine when the progress of factor-determining
topped. The figure of projection residuals will yield a clear
onclusion to correctly estimating the chemical rank of the
hree-way data arrays.
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bstract

This paper describes the preparation of and experimentation undertaken by heterogeneous chitosan membrane as ion selective electrode for
lutamate ion. The linearity response was obtained in the range of 1.0 × 10−5 to 1.0 × 10−1 M with a detection limit of 1.0 × 10−6 M. The
erformance of the electrode was found in the pH range of 4.0–8.0 at temperature 25 ± 3 ◦C. The response time was at 5–35 s and was useful

or a period of more than 4 months. The selectivity values towards some anions indicates good selectivity over a number of interfering anions.
o significant improvement of membrane performance over additional of plasticizers such as 2-NPOE, BEHA and DOPP. The electrodes gave

ufficient Nernstian responses with the exception of membrane with 2-NPOE.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Mono sodium glutamate, better known as MSG, is essentially
drug which may act as an excitatory neurotransmitter. It is,

owever, highly toxic to neuron [1] if available in large amounts.
asically, what the MSG does is to initiate the nerve cells to dis-
harge electrical impulses—this is the basis of its use as a flavor
nhancer. Common fast foods are well known to contain this
aterial. Besides, MSG is also used as additive in processed,

anned and packed foods. At one time, most cooked Chinese
ishes contained MSG and the so-called ‘Chinese Restaurant
yndrome’ [2] is the after effect that is synonymous with large

ntake of MSG. The extra consumption of MSG will also pro-
uce symptoms such as chest pain, numbness, headache and
weat. Nevertheless, due to demands of MSG in food indus-
ries, its annual production is reported to reach 900,000 tons per
ear and is increasing [3]. The presence of glutamate in a sam-
le is usually determined by either chromatographic techniques

4–8] or electrochemical techniques [9–15]. For the later, the
lectrodes used are mainly of enzyme electrode, thence, amper-
metric technique is applied.

∗ Corresponding author.
E-mail address: sag@usm.my (S. Ab Ghani).

2

2

p
a
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Chitosan, a poly-[1-4]-�-d-glucosamine, is a derivative of
hitin, a naturally occurring polysaccharide found in insects,
rthropods and crustaceans. A quantitative amount of chitosan
s obtained by deacetylation of chitin’s acetoamide groups in a
trong alkaline solution. Chitosan is well known for complex-
ng transition metal ions, through chelation at its amino group
16,17]. Chitosan is also widely believed capable of removing
at, hence is used for slimming purposes for ladies. However,
here is no reporting on the uptake of fat, i.e. carboxylic acid
s yet. On the other hand, chitosan is reported capable of react-
ng with amino acids or proteins, humic acid and o-phtalic acid
18–20]. However, there are some analytical application of chi-
osan membrane such as adsorption of lysozyme [21], urea [22]
nd separation of aqueous alcoholic solutions [23,24].

The objective of this work is to prepare a heterogeneous mem-
rane of chitosan and then its application for the determination
f glutamate.

. Experimental

.1. Reagents
High-molecular weight poly(vinyl chloride) (PVC), 2-nitro-
henyloctylether (2-NPOE), bis(2-ethylhexyl)adipate) (BEHA)
nd diocthyl phenylphosphonate (DOPP) were obtained from
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luka Chemika (Switzerland). Analytical grade potassium and
odium salts of all anions and tetrahydrofuran (THF) were
btained from MERCK (Germany). All solutions were prepared
sing pure water from MiliQ Plus, Millipore Corp. (USA). The
H adjustments were made with dilute hydrochloric acid and
odium hydroxide solution as required. A stock solution of glu-
amate was freshly prepared by dissolving appropriate amount
f analytical grade sodium salt of l-glutamate acid from BDH
hemicals (England) in pure water. Chitosan PM 100 (granu-
ar, 100 mesh) was obtained from Chito Chem(M) Sdn. Bhd.
Malaysia) and was used without purification.

.2. Preparation of membrane electrode

The membrane electrode was prepared by mixing thoroughly
0 mg chitosan, 50 mg PVC and 10 drops of plasticizer (2-
POE/BEHA/DOPP) in a beaker prior to dissolving in about
ml THF. The mixture had to be vigorously stirred immediately
fter the addition of THF for an easy dissolution of PVC. The
eterogeneous mixture so obtained was poured in a glass ring
3.5 cm i.d.), that sat on a surface of glass plate. A filter paper
as placed on top of the glass ring to prevent dust and air streams

rom spoiling the mixture. The mixture was left to cure overnight
t room temperature. The obtained, heterogeneous membrane
as later peeled off from the glass. A membrane disc of 6 mm
iameter was then cut and glued to one end of Pyrex® glass tube
ith Araldite®. The glass tube was then filled with an internal

olution of saturated sodium salt of l-glutamic acid. Electrical
ontact was done by immersing a platinum wire in the solu-
ion. The final assembly was first conditioned by soaking the

embrane in 1.0 × 10−5 M sodium salt of l-glutamic acid for a
eriod of 24 h prior to use.

.3. Measurements

Potential measurements were carried out with Orion 720A,
ass. (USA) pH meter. A saturated calomel electrode of Rus-

ell, Fife, Scotland (UK) with a fiber junction was used as a
eference electrode. Whilst, pH value was determined by using
rion, 915600, Mass. (USA) glass-pH electrode. All measure-
ents were carried out at 25 ± 3 ◦C with the following schematic
ell:

Hg, Hg2CI2; KCI(sat.)//sample solution/membrane/

glutamate solution(sat.)/Pt wire

m
p
m
T

able 1
haracteristics of optimized glutamate membrane electrode

lasticizer Control 2-NPOE

inear range (M) 1.0 × 10−5 to 1.0 × 10−1 1.0 × 10−5 to 1.0
lope (mV per decade) 53 ± 1.0 35 ± 1.0
H range 4.0–8.0 4.0–7.0
etection limit (M) 1.0 × 10−6 1.0 × 10−6

esponse time (s) 20–35 20–35
ife time (month) >4 >4
ig. 1. Potentiometric response of the glutamate-ISE using optimized membrane
lectrode with various plastisizer. (×: control/without plastisizer, �: DOPP, �:
EHA, ©: 2-NPOE).

Before every measurement, the electrode was preconditioned
n stirred water until the reading was stabled. A series of 25.0 mL
tandard glutamate solutions in the concentration range from
.0 × 10−7 to 1.0 × 10−1 M were prepared. The solutions were
ontinuously stirred during measurement and a steady potential
eading was then taken.

. Results and discussion

It is well known that the sensitivity and selectivity obtained
or a given heterogeneous membrane depend significantly on
ts composition. A plasticizer is useful in increasing both the
lasticity and the working range of the membrane [25]. It also
ritical of the amount and type of plasticizer being used. Usually,
n preparation of PVC membrane electrodes, a PVC/plasticizer
ation (w/w) of nearly 2 has resulted in very suitable electrode
erformance [26]. However, in this study, the ratio (w/w) of
VC to plasticizer equal to 1, literally, gave the good response
or glutamate. The response of the prepared membrane using
arious plasticizer is shown in Fig. 1.

In all experiments, the potential response was done at opti-

um pH, i.e. pH 5. It was found that the membrane without

lasticizer (control) gave a slightly better response to gluta-
ate as the Nernstian slope of 53 ± 1.0 mV decade 1 (n = 1) (see
able 1). Generally, the electrodes gave full Nernstian responses

BEHA DOPP

× 10−1 1.0 × 10−5 to 1.0 × 10−1 3.0 × 10−5 to 1.0 × 10−1

50 ± 1.0 52 ± 1.0
5.0–8.0 4.0–8.0
1.0 × 1.0−6 1.0 × 10−6

20–35 5–15
>4 >4
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Table 2
Comparison between heterogeneous chitosan membrane electrode and other electrochemical amperometric technique

Technique Working range (M)

Isa et al. Chitosan membrane electrode 1.0 × 10−5 to 1.0 × 10−1

Ling et al. [27] Enzyme amperometric 5.0 × 10−5 to 5.0 × 10−2

Hanko et al. [28] LC with integrated pulsed amperometric Down to 10−4

Stalikas et al. [29] Enzyme amperometric 5.0 × 10−4 to 1.0 × 10−2
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ig. 2. Effect of pH on electrode potential at (�) 1.0 × 10−3 M and (�)
.0 × 10−4 M glutamate without plasticizer (control).

ith the exception of membrane with 2-NPOE. Even though the
mproved response time of the plasticizer added membrane is
ot that significant as and when cost factor is taken into con-
ideration. The sub Nernstian slope value for 2-NPOE added
embrane could be due to restriction of mobility of exchange

on within the membrane that effect Donnan exclusion.
It is, however, the results so obtained compared favorably if

ot better than many other reported glutamate detector (Table 2).
The influence of pH on the response of the membrane was

one in glutamate solutions 1.0 × 10−3 and 1.0 × 10−4 M. Typ-
cal response for the chitosan membrane without plasticizer
control) is shown in Fig. 2. The potential of the membrane elec-
rode remains constant at pH 4.0–8.0. A sharp decrease in pH
alue below 4.0 could be due to protonation of glutamate to glu-

amic acid, which results in a loss of membrane ability to interact
ith glutamate ions in solution. At a higher pH value than 8.0,

he potential drop may be because of interference of hydroxyl ion
hich competed for the cation site in the membrane. Therefore,

w
p

able 3
electivity coefficients of membranes towards various interfering ions

nterfering ion Kpot

Control DOPP

l− 3.55 × 10−3 1.00 ×
r− 2.51 × 10−3 4.00 ×
O3

− 2.24 × 10−3 3.55 ×
H3COO− 2.51 × 10−3 3.16 ×
O4

2− 2.51 × 10−3 2.82 ×
2O4

2− 5.62 × 10−3 7.94 ×
O4

3− 2.51 × 10−3 3.55 ×
scorbate 5.62 × 10−3 5.62 ×
Fig. 3. Expected structural formula of chitosan-glutamate.

rom Table 1 shows, the best performance for glutamate elec-
rode based on chitosan-2-NPOE membrane should be achieved
n the pH range of 4.0–7.0, chitosan-BEHA in the pH range of
.0–8.0 while chitosan-DOPP and chitosan without plasticizer
n the pH range of 4.0–8.0.

The ISE response is solely attributed to the ion exchange
echanism at the membrane-solution interface because of its

nivalent charge of glutamate. Chitosan behaves as a charge car-
ier for glutamate. The possible mechanism that are responsible
or the potentiometric response is:

hitosan − Glu−
(membrane)

+ Glu−
(solution)

↔ Chitosan − Glu−
(membrane)

+ Glu−
(solution)

The expected structural formula of chitosan-glutamate is
hown in Fig. 3. This is an analogy to the formation of an ammo-
ium salt, e.g. NH4CI.

It is interesting to note that a reasonably fast response time
as obtained, which was within 20 s. Table 1 shows the relative

esponse time of the membranes as:

hitosan − DOPP > chitosan − HEHA = chitosan − 2

−NPOE = chitosan − without plasticizer
The potentials generated across the membrane were stable
ithin a period of 4 months without any appreciable drift in
otential.

BEHA 2-NPOE

10−3 7.08 × 10−4 5.01 × 10−4

10−3 5.00 × 10−3 3.55 × 10−4

10−3 5.01 × 10−3 2.24 × 10−4

10−3 5.01 × 10−4 5.60 × 10−3

10−3 1.58 × 10−3 1.03 × 10−3

10−3 3.16 × 10−3 6.31 × 10−3

10−4 6.31 × 10−4 5.60 × 10−4

10−3 3.16 × 10−3 2.00 × 10−5
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The selectivity of the electrode against other ions was done
y mixed-solution method. The potential response was mea-
ured by mixing various concentration of interfering ion solution
ith 1.0 × 10−4 M glutamate. List the potentiometric selectivity

oefficient data of the sensor for several anions with relative to
lutamate is shown in Table 3.

Genarally, the Kpot value are less than 1 indicating that the
lectrode is more selective to the analyte than to the interfering
on. In conclusion, the interference ions studied do not interfere
n the determination of glutamate.

. Conclusion

A simple and accurate method has been developed to deter-
ine monosodium glutamate. It can be carried out in any labo-

atory equipped with pH-ionmeter. The method is selective and
ensitive down to the microgram levels. This technique is also
omparable to enzyme immobilized amperometric methods. Our
ext paper will be dealt with FIA using coated wire electrode
ersion of this electrode.
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bstract

Microwave-acid digestion (MW-AD) followed by inductively coupled plasma-atomic emission spectrometry (ICP-AES), graphite furnace atomic
bsorption spectrometry (GFAAS), and hydride generation atomic absorption spectrometry (HGAAS) were examined for the determination of
arious elements in coal and coal fly ash (CFA). Eight certified reference materials (four coal samples and four CFA samples) were tested. The 10
lements (As, Be, Cd, Co, Cr, Mn, Ni, Pb, Sb, and Se), which are described in the Clean Air Act Amendments (CAAA), were especially considered.
or coal, the HF-free MW-AD followed by ICP-AES was successful in the determination of various elements except for As, Be, Cd, Sb, and Se.
hese elements (except for Sb) were well-determined by use of GFAAS (Be and Cd) and HGAAS (As and Se). For CFA, the addition of HF in the
igestion acid mixture was needed for the determination of elements, except for As, Sb, and Se, for which the HF-free MW-AD was applicable.

he use of GFAAS (Be and Cd) or HGAAS (Sb and Se) resulted in the successful determination of the elements for which ICP-AES did not work
ell. The protocol for the determination of the 10 elements in coal and CFA by MW-AD followed by the joint-use of ICP-AES, GFAAS, and
GAAS was established.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Recently, there has been a growing interest in the presence
f trace elements in coal and coal fly ash (CFA). In the United
tates, 11 elements (As, Be, Cd, Co, Cr, Hg, Mn, Ni, Pb, Sb, and
e) in coal have been identified as being of particular concern,
nd limitations are placed on their emission levels by the pas-
age of the Clean Air Act Amendments (CAAA) in 1990. After
ombustion, majority of the trace elements in coal is distributed
n solid combustion residues, such as CFA, although some of
he elements are released into air [1–3].

When solid samples, such as coal and CFA, are analyzed by

tomic spectrometries, the analytes need to be transferred from
olid phase into solution in order to confirm the sample intro-
uction systems of the spectrometers. Recently, acid digestion

∗ Corresponding author. Tel.: +81 99 285 8335; fax: +81 99 285 8339.
E-mail address: ohki@be.kagoshima-u.ac.jp (A. Ohki).
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pectrometry; Hydride-generation atomic absorption spectrometry

ssisted by microwave processing is popularly utilized for such
pretreatment of the solid samples.

There have been many studies on the determination of trace
lements in coal and CFA by use of the microwave-acid diges-
ion (MW-AD) [4–20]. Rodushkin et al. studied the optimization
f MW-AD as well as the use of laser ablation, and discussed
he difference between coal and CFA for the determination of
race elements [9]. Also, the optimization of MW-AD has been
one by several researchers [16,19]. So far, it has been thought
hat the addition of HF is needed in the acid mixture of MW-
D, because coal contains an appreciable amount of inorganic
atters, which mainly consists of aluminosilicate matrix. In our

revious paper, we have proved that the addition of HF is not nec-
ssary for MW-AD of coal for trace elements [14]. Also, Wang
t al. has reported that the HF-free digestion can be applied to

he determination of many elements in coal [12,13]. However,
or CFA, we have pointed that the addition of HF is necessary to
ttain the determination of trace elements [20]. Although there
ave been some studies about the difference between coal and
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FA for the determination of trace elements by use of MW-
D [7,9], still systematic studies have not yet been fully done.
uch an information should be important in the determination
f trace elements in various residues obtained during coal uti-
ization processes, because such residues will be available in the
orm of something in between coal and ash.

In our previous papers about the optimization of MW-AD
onditions, we have focused on the elements which can be
easured by inductively coupled plasma-atomic emission spec-

rometry (ICP-AES) [14,20]. Compared to inductively coupled
lasma-mass spectrometry (ICP-MS), ICP-AES is more widely
sed, because it has several advantages, such as low initial cost
nd easy maintenance, although the detection limits of ICP-
ES are usually inferior to those of ICP-MS. Further, ICP-MS

nherently involves a problem of isobaric interference, so that
he determination of some hazardous elements of very con-
ern, such as As and Se, is sometimes faced with difficulties
13].

A combination of hydride generation and atomic absorption
pectrometry (HGAAS) provides an excellent determination
f some specific elements, such as As, Sb, and Se. Also, the
etection limits of graphite furnace atomic absorption spec-
rometry (GFAAS) are comparable to those of ICP-MS for
ome elements, although GFAAS is generally single element
easurement. It must be important to establish a proper pro-

ocol for each of coal and CFA in terms of the determina-
ion of trace elements by a joint-use of ICP-AES and atomic
bsorption spectrometry, which are rather wide spread analytical
nstruments.

In this study, we investigated the determination of trace
lements in coal and CFA by use of MW-AD followed by
CP-AES and atomic absorption spectrometry; especially we
oted the 10 elements (except for Hg) described in CAAA.
hus, the elements, which cannot be favorably determined by

CP-AES, are analyzed by HGAAS or GFAAS. The deter-
ination of Hg in coal has been already established by use

f a mercury analyser, which is usually based on cold-vapor
tomic absorption spectrometry, and thus the element was omit-
ed in this study. For each measurement method, the effect of
cid composition in the MW-AD conditions upon the recov-
ry of elements was examined. Also, the difference between
oal and CFA in terms of the determination of trace elements is
iscussed.

. Experimental

.1. Coal and CFA samples

Four certified reference coals and four certified reference
FAs from National Institute of Standards and Technology,
SA (NIST; 1632c (coal) and 1633b, 2689, and 2690 (CFAs)),
ommunity Bureau of Reference, EC (BCR-180 (coal)), SA
ureau of Standards, Republic of South Africa (SARM; 19 and

0 (coals)), and State Bureau of Metrology, China (GBW-08401
CFA)), were used. These coals and CFAs were provided with
ertified or reference values for various elements, which include
ajor and trace elements.

t
i
t
H
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.2. Reagents and instrumentation

Nitric acid (HNO3, 61%), hydrogen peroxide solution (H2O2,
0%), hydrofluoric acid (HF, 46%) were analytical grade
eagents from Wako Pure Chemical Ind. Ltd. Distilled water
as further purified by a Milli-Q system and used throughout

he experiments. For the ICP-AES measurement, a multielement
tandard solution (Merck) was used for the elements shown in
able 2 except for Ti and V, for which single element standard
olutions (Wako) were added. When HGAAS (As, Sb, and Se)
nd GFAAS (Be and Cd) were carried out, a single element
tandard solution of each element was used. The microwave
igestion was carried out by using a Milestone ETHOS1600,
hich was equipped with an evaporation module (SSM60). ICP-
ES measurement was performed using a Perkin-Elmer Optima
100RL equipped with pneumatic cross-flow type nebulizer,
uartz torch, and alumina injector, which enabled us to apply
amples containing HF in a small amount. HGAAS (Nippon Jar-
el Ash, model 890 +HYD-10) and GFAAS (Thermo Elemental
OLAAR MQZ) instruments were also used. These instrumen-

al parameters are listed in Table 1.
The limit of quantitation (LOQ) for each element of the

CP-AES, HGAAS, and GFAAS instruments was calculated as
he concentration equal to 10 times the standard deviation of
he background signal (the signal of the blank solution), which
as multiplied by the dilution factor. The results are shown in
able 2.

.3. Digestion procedures and measurement

A 0.25 g portion of coal or 0.1 g portion of CFA sample was
eighed and transferred into a pressure-resistant PTFE vessel

volume 100 ml), and the mixture of acids was added. Proce-
ures of MW-AD in this study (Methods A and B) are seen
n Fig. 1. The vessel was then sealed and mounted in a sleeve
outer vessel). According to the manufacturer’s protocol and
ur previous paper [14], the conditions of microwave process-
ng were determined. Total of six samples were evenly spaced
n the microwave oven carousel and the digestion program was
et as listed in Table 3 (Stage 1); the program was automatically
rocessed. The vessels were removed and carefully vented in a
ume hood after cooling to room temperature in a water-bath.
urther a mixture of HNO3 + H2O2 (2 + 1 ml) was quickly added

o each sample. The vessels were returned to the microwave oven
nd the second processing was applied to the samples under the
onditions as described in Table 3 (Stage 2). When HF was
ot used (Method A), the reaction mixture was filtered, and
he filtrate was diluted to a fixed volume (25 ml) with ultrapure
ater.
When HF was used in the digestion acid mixture (Method

), the removal of HF was needed for the following analytical
rocedure. The reaction mixture was subjected to an evaporation
rocedure by use of the evaporation module in order to remove

he acids after the final digestion. Then the residue was dissolved
n 1.3 M HNO3 solution and filtrated, and the filtrate was diluted
o a fixed volume (25 ml) with ultrapure water. The ICP-AES,
GAAS, and GFAAS measurements were performed for the
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Table 1
Instrumental operating conditions for ICP-AES, GFAAS, and HGAAS

ICP-AES
RF power (W) 1300
Plasma flow (L/min) 15
Auxiliary flow (L/min) 0.5
Carrier gas flow (L/min) 0.8
Pump rate (ml/min) 1.5

GFAAS
Be Cd

Wavelength (nm) 234.9 228.8
Lamp current (mA) 10 10
Ashing temperature (◦C) 1100 600
Atomization temperature (◦C) 2600 1000
Matrix modifier Mg(NO3)2 Mg(NO3)2 + Pd(NO3)2

HGAAS
As Sb Se

Wavelength (nm) 193.7 217.6 196.0
Lamp current (mA) 12 14 12
Pre-reduction solution 30% KI 30% KI Boiling with HCl (6 M)
NaBH4 solution concentration (%) 2.5 1.0 1.0
HCl solution concentration (mol/l) 5.8 2.0 5.8

Table 2
Limits of quantitation (LOQ) in the determination of elements in coal and CFA by ICP-AES, GFAAS, and HGAAS (�g/g)

Elements Coala CFAb

ICP-AES GFAAS HGAAS ICP-AES GFAAS HGAAS

Al 0.50 1.3
As 5.0 0.10 0.05 13 0.25 0.125
Be 0.01 0.05 0.025 0.125
Ca 0.18 0.45
Cd 0.50 0.02 1.3 0.05
Co 0.10 0.25
Cr 0.40 1.0
Cu 0.60 1.5
Fe 0.50 1.3
Mg 0.32 0.80
Mn 0.10 0.25
Ni 1.0 2.5
Pb 1.0 2.5
Sb 1.0 0.30 0.10 2.5 0.75 0.20
Se 10 0.30 0.05 25 0.75 0.125
Ti 0.05 0.13
V 0.10 0.25
Zn 0.10 0.25

a Dilution factor (DF) = 100.
b Dilution factor (DF) = 250.

Table 3
Microwave digestion program

Step Stage 1 Stage 2

Time (min) Power (W) Temp.a (◦C) Time (min) Power (W) Temp.a (◦C)

1 2 250 110 5 250 130
2 1 0 110 5 400 130
3 5 250 110 5 500 130
4 5 400 110 5 600 130
5 5 500 110 15 400 130
6 20 400 110

a Temperature at the sleeve (outer vessel).
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while HGAAS to that of As, Sb, and Se. A coal NIST-1632c was
digested by MW-AD (Method A) followed by the GFAAS and
HGAAS measurements, and the results are recorded in Table 5.
The HF-free MW-AD (Method A) provided good recoveries

Table 4
Determination of elements in a coal (NIST-1632c) by MW-AD (Method A) with
ICP-AES

Elements Certifieda Measured Recoveryb (%)

Al (mg/g) (9.15 ± 0.14) 8.36 ± 0.31 91
Ca (mg/g) (1.45 ± 0.30) 1.43 ± 0.09 99
Fe (mg/g) (7.35 ± 0.11) 7.14 ± 0.33 97
Mg (mg/g) (0.38 ± 0.03) 0.35 ± 0.02 92
As (�g/g) (6.18 ± 0.27) c –
Be (�g/g) (1.0) 0.20 ± 0.01 20
Cd (�g/g) 0.072 ± 0.007 c –
Co (�g/g) 3.48 ± 0.20 3.7 ± 0.1 106
Cr (�g/g) (13.73 ± 0.20) 13.8 ± 0.5 101
Cu (�g/g) (6.01 ± 0.25) 5.5 ± 0.2 97
Mn (�g/g) 13.04 ± 0.53 12.7 ± 0.7 97
Ni (�g/g) (9.32 ± 0.51) 9.4 ± 0.5 101
Pb (�g/g) (3.79 ± 0.07) 3.9 ± 0.1 103
Sb (�g/g) 0.461 ± 0.029 c –
Se (�g/g) 1.326 ± 0.071 c –
Ti (�g/g) 517 ± 32 501 ± 19 97
V (�g/g) (23.72 ± 0.51) 22.4 ± 0.7 94
Fig. 1. Procedures of

iluted solutions. The concentration of each element in each
iluted solution was measured.

For each run, samples were prepared at least triplicates,
nd the analysis of each digested samples was carried out
wice. From these more than six measurements, mean value
nd standard deviation for the metal concentration were
btained.

. Results and discussion

.1. Determination of elements in coal by ICP-AES

A certified reference material of coal, NIST-1632c, was
igested by MW-AD (Method A, see Fig. 1) followed by the
CP-AES measurement. The results are presented in Table 4
ogether with the certified or reference values. In our previ-
us paper, it was reported that the HF-free MW-AD could be
pplied to the determination of various elements in coal; the
lements include major elements (Al, Ca, Fe, and Mg) as well
s trace elements (Co, Cr, Cu, Mn, Ni, Pb, and Zn) [14]. For
ethod A, in which HF was not added in the digestion acids,

he determination of elements (Al, Ca, Co, Cr, Cu, Fe, Mg, Mn,
i, Pb, Ti, V, and Zn) gave satisfactory recoveries (Table 4). In

his paper, “satisfactory” or “good” recoveries mean 90–110%
ecoveries, which have been adopted by many researchers
7,12–14,17,19,20].

Consequently, it is proved that the HF-free MW-AD (Method

) followed by ICP-AES favorably works for the five elements

Co, Cr, Mn, Ni, and Pb) among the elements described in
AAA. However, for several CAAA elements, As, Be, Cd, Sb,
nd Se, the determination was not successful, mainly due to low
OQ values of these elements for ICP-AES as seen in Table 2.

Z

1

D used in this study.

.2. Determination of elements in coal by GFAAS and
GAAS

We applied GFAAS to the determination of Be and Cd in coal,
n (�g/g) 12.1 ± 1.3 11.7 ± 0.5 97

a Values in parentheses are not certified (reference value).
b Recovery (%) = ([mean measured value]/[certified or reference value]) ×
00.
c Not detected.
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Table 5
Determination of elements in a coal (NIST-1632c) by MW-AD (Method A) with
GFAAS and HGAAS

Elements Certifieda

(�g/g)
Measured
(�g/g)

Recoveryb

(%)
Analytical
method

As (6.18 ± 0.27) 6.11 ± 0.31 99 HGAAS
Be (1.0) 0.94 ± 0.04 94 GFAAS
Cd 0.072 ± 0.007 0.074 ± 0.002 103 GFAAS
Sb 0.461 ± 0.029 0.29 ± 0.21 63 HGAAS
Se 1.326 ± 0.071 1.25 ± 0.06 94 HGAAS
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a Values in parentheses are not certified (reference value).
b Recovery (%) = ([mean measured value]/[certified or reference value]) ×
00.

or As, Be, Cd, and Se. The recovery of Sb was not good. The

ecrease in dilution factor as well as the use of standard addition
ethod was tried in order to improve the recovery of Sb. How-

ver, these attempts were not successful. Although the reason
or the low recovery of Sb is not clear, it is presumed that some

i
M

able 6
etermination of As, Be, Cd, Sb, and Se in three certified reference coals by MW-AD

lements BCR-180 SARM-19

Certifieda

(�g/g)
Measured
(�g/g)

Recoveryb

(%)
Certifieda

(�g/g)
Measure
(�g/g)

s 4.23 ± 0.19 4.05 ± 0.10 96 7 ± 1 6.40 ±
e 0.81c 0.83 ± 0.01 – 2.8 ± 1 2.94 ±
d 0.212 ± 0.011 0.229 ± 0.016 108 0.17d 0.160 ±
b NA e – (0.3) 0.03 ±
e 1.32 ± 0.06 1.21 ± 0.03 92 (1) 0.97 ±
a NA: not available; values in parentheses are not certified (reference value).
b Recovery (%) = ([mean measured value]/[certified or reference value]) × 100.
c From Wang et al. [12].
d From Wang et al. [13].
e Not detected.

able 7
etermination of elements in a CFA (NIST-1633b) by MW-AD with ICP-AES

Elements Certifieda Method A

Measured

Al (mg/g) 150.5 ± 2.7 60.1 ± 2.1
Ca (mg/g) 15.1 ± 0.6 8.41 ± 1.1
Fe (mg/g) 77.8 ± 2.3 59.6 ± 3.1
Mg (mg/g) 4.8 ± 0.1 1.60 ± 0.09
Ti (mg/g) 7.91 ± 0.14 1.91 ± 0.10
As (�g/g) 136.2 ± 2.6 129.7 ± 2.4
Be (�g/g) 13.4c 6.00 ± 0.12
Cd (�g/g) 0.784 ± 0.006 d

Co (�g/g) (50) 26.9 ± 0.5
Cr (�g/g) 198.2 ± 4.7 153.5 ± 2.1
Cu (�g/g) 112.8 ± 2.6 52.8 ± 1.8
Mn (�g/g) 131.8 ± 1.7 60.1 ± 0.7
Ni (�g/g) 120.6 ± 1.8 59.3 ± 0.5
Pb (�g/g) 68.2 ± 1.1 30.9 ± 5.2
Sb (�g/g) (6) d

Se (�g/g) 10.26 ± 0.17 d

V (�g/g) 295.7 ± 3.6 135.3 ± 9.1
Zn (�g/g) (210) 93.2 ± 0.5

a Values in parentheses are not certified (reference value).
b Recovery (%) = ([mean measured value]/[certified or reference value]) × 100.
c From Rodushkin et al. [9].
d Not detected.
71 (2007) 251–257 255

oss of the element occurs during the MW-AD process due to
aporization etc.

Other three certified reference materials of coal, BCR-180,
ARM-19, and SARM-20, were tested by use of MW-AD
Method A) with GFAAS for the determination of Be and Cd
s well as with HGAAS for that of As, Sb, and Se. As shown
n Table 6, satisfactory recoveries were obtained for As, Be,
d, and Se, whereas Sb was not favorably determined. Conse-
uently, the HF-free MW-AD (Method A) followed by GFAAS
nd HGAAS efficiently works for the determination of As, Be,
d, and Se in coal, although the determination of Sb is impos-

ible by the method.

.3. Determination of elements in CFA by ICP-AES
In our previous paper, we reported that the addition of HF
n the digestion acids was needed when CFA was digested by

W-AD [20]. For a certified reference material of CFA, NIST-

(Method A) with HGAAS and GFAAS

SARM-20 Analytical
method

d Recoveryb

(%)
Certifieda

(�g/g)
Measured
(�g/g)

Recoveryb

(%)

0.22 91 4.7 ± 1.2 4.35 ± 0.10 93 HGAAS
0.09 105 2.5 ± 1.2 2.36 ± 0.11 94 GFAAS
0.010 – NA 0.12 ± 0.01 – GFAAS
0.02 10 (0.4) e – HGAAS
0.05 97 0.8 ± 0.2 0.73 ± 0.03 91 HGAAS

Method B

Recoveryb (%) Measured Recoveryb (%)

40 13.5 ± 0.6 9
56 1.41 ± 0.21 9
77 74.3 ± 0.9 96
33 0.24 ± 0.09 5
24 7.30 ± 0.07 92
95 132.5 ± 5.8 97
– 9.68 ± 0.39 –
– d –
54 54.3 ± 0.6 109
77 180.5 ± 1.9 91
47 120.7 ± 7.1 107
46 119.3 ± 5.7 91
49 114.9 ± 0.3 95
45 62.7 ± 2.0 92
– d –
– d –
46 275.2 ± 5.3 93
44 191.0 ± 5.1 91
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Table 8
Determination of elements in a CFA (NIST-1633b) by MW-AD with GFAAS and HGAAS

Elements Certifieda (�g/g) Method A Method B Analytical method

Measured (�g/g) Recoveryb (%) Measured (�g/g) Recoveryb (%)

As 136.2 ± 2.6 140 ± 3 103 135 ± 1 99 HGAAS
Be 13.4c 10.6 ± 0.8 – 13.8 ± 0.8 – GFAAS
Cd 0.784 ± 0.006 0.337 ± 0.015 43 0.724 ± 0.039 92 GFAAS
Sb (6) 6.18 ± 0.19 103 5.74 ± 0.33 96 HGAAS
Se 10.26 ± 0.17 9.92 ± 0.07 97 9.55 ± 0.18 93 HGAAS

0.

1
m
e
w
A
C
r
d
a
a
m
b
b
t
S
L
i
f
f
H
u
a
w

3
H

G
A

B
t
A
t
o
t
m
(
i
m

M
s
N
i
[
w
e
n
o
t
e
a
H
h

T
D

E

A
B
C
S
S

a Values in parentheses is not certified (reference value).
b Recovery (%) = ([mean measured value]/[certified or reference value]) × 10
c From Rodushkin et al. [9].

633b, MW-AD (Methods A and B) followed by the ICP-AES
easurement was performed for the determination of various

lements in CFA. The results are shown in Table 7, together
ith the certified or reference values. When the HF-added MW-
D (Method B, see Fig. 1) was performed, many elements (As,
o, Cr, Cu, Fe, Mn, Ni, Pb, Ti, V, and Zn) provided satisfactory

ecoveries, although Al, Ca, and Mg gave quite poor recoveries
ue to the formation of insoluble fluoride salts [20]. For almost
ll elements, the HF-free MW-AD (Method A) was not favor-
bly carried out. When coal is burned in a boiler, the matrix
elts according to its heat history. The elements in coal should

e trapped in the matrix and/or transformed into more insolu-
le oxide forms. Thus, the HF-free MW-AD is inadequate for
he complete decomposition of CFA matrix. For Cd, Sb, and
e, the determination was not successful, probably because the
OQ values of these elements are quite low. On the other hand,

t appears that the low recovery of Be is ascribed to an inter-
erence caused by some coexisting ions [21]. Consequently, as
or the 10 elements described in CAAA, it is found that the
F-added MW-AD (Method B) followed by ICP-AES can be
seful for the determination of 6 elements (As, Co, Cr, Mn, Ni,
nd Pb), whereas 4 elements (Be, Cd, Sb, and Se) cannot be
ell-determined.

.4. Determination of elements in CFA by GFAAS and
GAAS
The determination of Be and Cd in CFA was carried out by
FAAS, while that of As, Sb, and Se was done by HGAAS.
CFA NIST-1633b was digested by MW-AD (Methods A and

0
m
H
g

able 9
etermination of elements in three certified reference CFAs by MW-AD with GFAA

lements GBW-08401 NIST-2689

Certifieda

(�g/g)
Measured
(�g/g)

Recoveryb

(%)
Certifieda

(�g/g)
Measured
(�g/g)

R
(

s 11.4 ± 0.6 11.5 ± 0.2 101 (200) 188 ± 5 9
e 10.7 ± 0.9 10.3 ± 0.4 96 (21) 20.2 ± 0.8 9
d 0.16 ± 0.04 0.159 ± 0.010 99 (3) 2.70 ± 0.15 9
b NA 2.02 ± 0.10 – (9) 8.86 ± 0.25 9
e 1.13 ± 0.16 1.18 ± 0.02 104 (7) 6.34 ± 0.05 9

a NA: not available; values in parentheses are not certified (reference value).
b Recovery (%) = ([mean measured value]/[certified or reference value]) × 100.
) followed by the GFAAS and HGAAS measurements, and
he results are recorded in Table 8. For both Methods A and B,
s, Sb, and Se provided satisfactory recoveries. Jones described

hat those elements in CFA are likely to leach out because the
xides of these elements are quite hydrophilic [22]. Therefore,
he complete decomposition of matrix is not needed for the deter-

ination of these elements, so that even the HF-free MW-AD
Method A) favorably works. The concentration of Sb in CFA
s much higher than that in coal, leading to the successful deter-

ination.
For Be and Cd, Method A provided low recoveries, while

ethod B gave good recoveries. This result for Be and Cd was
imilar to that for other elements, such as Co, Cr, Cu, Fe, Mn,
i, Pb, Ti, V, Zn shown in Table 7. It appears that these elements

ncluding Be and Cd form remarkably insoluble oxide species
23]. In conclusion, the HF-free MW-AD (Method A) is useful
hen As, Sb, and Se in CFA are determined, whereas for other

lements the addition of HF in the digestion acids (Method B) is
eeded. The effect of the amount of added HF on the recoveries
f Be and Cd was examined, when GBW-08401 was subjected
o MW-AD followed by GFAAS. As shown in Fig. 2, the recov-
ries of these elements increased with an increase in the HF
mount, and the satisfactory recoveries were achieved above the
F amount of 1.0 ml. This result is similar to that for several
eavy metals described in our previous paper [20].

Other three certified reference materials of CFA, GBW-

8401, NIST-2689, and NIST-2690, were tested for the deter-
ination of elements, and the results are shown in Table 9. The
F-free MW-AD (Method A) followed by HGAAS provided
ood recoveries for As, Sb, and Se, while the determination of

S and HGAAS

NIST-2690 MW-AD
method

Analytical
method

ecoveryb

%)
Certifieda

(�g/g)
Measured
(�g/g)

Recoveryb

(%)

4 (26) 24.9 ± 0.5 96 Method A HGAAS
6 (8) 8.28 ± 0.39 104 Method B GFAAS
0 (0.7) 0.654 ± 0.042 93 Method B GFAAS
8 (6) 5.74 ± 0.33 96 Method A HGAAS
1 (0.8) 0.75 ± 0.02 94 Method A HGAAS
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ig. 2. Effect of the amount of added HF on the recoveries of Be and Cd (GBW-
8401; Method B; GFAAS).

e and Cd was successful by the HF-added MW-AD (Method
) followed by GFAAS. These results are similar to those for
IST-1633b, and it is proved that such a combination of MW-
D and HGAAS or GFAAS can give satisfactory recoveries for

ertain elements in CFA.

. Conclusion

For the determination of various elements in coal and CFA,
W-AD followed by ICP-AES, GFAAS, and HGAAS was car-

ied out. The elements include 10 hazardous elements (As, Be,
d, Co, Cr, Mn, Ni, Pb, Sb, and Se) described in CAAA. When
oal was analyzed, the HF-free MW-AD (Method A) with ICP-
ES was favorably applied to many elements including the five

lements (Co, Cr, Mn, Ni, and Pb), whereas this did not work
ell for As, Be, Cd, Sb, and Se. By use of GFAAS (Be and
d) and HGAAS (As and Se), these elements except for Sb
ere successfully determined. For CFA, many elements includ-
ng the six elements (As, Co, Cr, Mn, Ni, and Pb) were efficiently
etermined by the HF-added MW-AD (Method B) followed by
CP-AES. The determination of several elements (Be, Cd, Sb,
nd Se) by ICP-AES was not successful, whereas those elements

[

[
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ere favorably determined by GFAAS (Be and Cd) and HGAAS
Sb and Se). For the determination of As, Sb, and Se in CFA,
he HF-free MW-AD (Method A) could be applied.
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Hexacyanoferrate(III) as a mediator in the determination of total
iron in potable waters as iron(II)-1,10-phenanthroline at a
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bstract

Hexacyanoferrate(III) was used as a mediator in the determination of total iron, as iron(II)-1,10-phenanthroline, at a screen-printed carbon
ensor device. Pre-reduction of iron(III) at −0.2 V versus Ag/AgCl (1 M KCl) in the presence of hexacyanoferrate(II) and 1,10-phenanthroline (pH
.5–4.5), to iron(II)-1,10-phenanthroline, was complete at the unmodified carbon electrode surface. Total iron was then determined voltammetrically
y oxidation of the iron(II)-1,10-phenanthroline at +0.82 V, with a detection limit of 10 �g l−1.
In potable waters, iron is present in hydrolysed form, and it was found necessary to change the pH to 2.5–2.7 in order to reduce the iron(III)

ithin 30 s. A voltammetric response was not found at lower pH values owing to the non-formation of the iron(II)-1,10-phenanthroline complex

elow pH 2.5.

Attempts to incorporate all the relevant reagents (1,10-phenanthroline, potassium hexacyanoferrate(III), potassium hydrogen sulphate, sodium
cetate, and potassium chloride) into a modifying coated PVA film were partially successful. The coated electrode behaved very satisfactorily with
reshly-prepared iron(II) and iron(III) solutions but with hydrolysed iron, the iron(III) signal was only 85% that of iron(II).

2006 Elsevier B.V. All rights reserved.
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. Introduction

Iron is an essential element in human metabolism. Most is
ound in haemoglobin with smaller quantities in myoglobin and
n iron–sulphur enzymes [1]. About 15% of the body’s iron is
n storage and is mobilised if the dietary intake becomes insuffi-
ient. The body normally maintains its physiological iron status
y controlling the amount of iron absorbed from food [2]. Exces-
ive intake of iron can be harmful due to its slow excretion from
he body, which results in over accumulation in body tissues

nd organs [3]. Monitoring of iron in potable waters is therefore
mportant.

∗ Corresponding author. Tel.: +44 1582 743724; fax: +44 1582 74301.
E-mail address: Brian.Birch@luton.ac.uk (B.J. Birch).

1 Present address: Insense Ltd, Colworth Science Park, Sharnbrook, Bedford
K44 1LQ, UK.
2 Present address: Stirling Medical Innovations, Unit 10, Scion House, Stirling
niversity Innovation Park, Stirling FK9 4NF, United Kingdom.
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Iron(II), which is generally the more soluble form, is readily
xidised to iron(III). Therefore, iron(III) predominates in oxy-
enated water and is present as highly insoluble oxyhydroxides
4]. The solubility of iron(III) increases with the acidity of
he solution. Current legislation on the quality of drinking
ater within the European Union derives from a directive [5],
hich sets the limit for iron at 200 �g l−1. The International
tandards Organisation (ISO) method [6] for determination
f total dissolved iron in drinking water is spectroscopic,
ased on the formation of a coloured complex between iron(II)
nd 1,10-phenanthroline. Measurement of total iron requires
ample pretreatment in strong acid followed by chemical
eduction of iron(III) to iron(II) prior to complex formation.
he method is applicable to concentrations in the range
.01–5 mg l−1.

There is a large literature on the determination of iron in

wide range of matrices. Much recent methodology has been

irected at the determination of iron in seawater: A recent review
4] also covers recommendations for sampling and storage of
amples. These techniques assume that the iron in seawater is
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otally as iron (III) since no chemical oxidation of iron (II) is
arried out.

Many colorimetric techniques have been described, which
llow direct measurement of a particular oxidation state of iron.
etermination of total iron is achieved after chemical oxida-

ion or reduction. Whilst a detection limit of approximately
00 �g l−1 can be achieved using bathophenanthroline [7] or
iron [8,9] as chelating agents for iron(II), the use of norfloxacin
o complex iron(III) allows measurement of iron down to
0 �g l−1 [10]. In general, the sensitivity of measurements can be
mproved to sub-�g l−1 by pre-concentration of iron on a chro-
atographic column loaded with chelating agent. A ferrozine

ased C-18 column [11], and a 3-(2-pyridyl)-5,6-diphenyl-1,2,4-
riazine based C-18 column [12] have been used, as has a charge-
ensitive film preloaded with 2-2′-bipyridine [13]. Chemilu-
iniscence techniques have been described [14,15] based on

he reaction between iron(II), brilliant sulphoflavin and hydro-
en peroxide: whilst preconcentration on a cationic exchange
olumn gave a detection limit of about 0.1 �g l−1. The detec-
ion of sub-�g l−1 concentrations of iron has also been reported
sing the fluorescence quenching of pyoverdin by iron(III) [16].
tomic absorption spectrometric techniques [17] allowed deter-
ination of iron down to 20 �g l−1.
Various electrochemical techniques for determining iron

ave also been reported. The most sensitive methods are
ased on cathodic stripping voltammetry at a hanging mer-
ury drop electrode. Various chelating agents including 2,3-
ihydroxynaphthalene [18], 1-nitroso-2-naphthol [19], and 2-
2-thiazolylazo)-p-cresol [20] have been used to accumulate
ron complexes on the electrode surface. Further sensitivity was
chieved by using catalytic cathodic stripping voltammetry in
hich the iron(II) is reoxidised chemically as it is formed. It is

hen available for repeated electrochemical reduction. Concen-
rations of 10 ng l−1 can be determined using this technique. The
se of solid glassy carbon electrodes has been reported [21] to
ive a detection limit of 10 �g l−1 based on the use of chitosan.
ao et al. [22] used a carbon paste working electrode contain-

ng 1,10-phenanthroline and Nafion to determine iron(II) with a
etection limit of approximately 1 �g l−1.

The work reported in here is concerned with the development
f a disposable screen-printed carbon sensor device for the deter-
ination of total iron in potable water. The 1,10-phenanthroline

ased voltammetric method of Gao et al. [22] was adapted for
his purpose. Various chemical and electrochemical methods of
educing iron(III) to iron(II) prior to the determination were
tudied; electrochemical reduction being favoured. The investi-
ations included studies of the dissolution of sparingly soluble
ron(III) species. Finally attempts were made to incorporate all
he reagents onto the surface of the sensors in order to avoid the
eed to pre-treat the sample solution prior to iron measurement.

. Experimental details
.1. Chemicals

Iron(II) sulphate heptahydrate, iron(III) nitrate, 1,10-
henanthroline (abbreviated to ‘phe’), 1,10-phenanthroline

s
e
w
s
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ron(II) sulphate complex (‘ferroin’), potassium hexacyanofer-
ate(III) and potassium hexacyanoferrate(II) were purchased
rom Sigma-Aldrich. Unless stated otherwise, solutions were
repared in 18 M� deionised water (Elgastat, Elga Ltd.). Two
types’ of iron solution were used in this work. These are referred
o as ‘pre-dissolved iron solution’ and ‘natural iron solution’.
re-dissolved iron stock solution was prepared by dissolving

ron(II) sulphate or iron(III) nitrate in 10 mM hydrochloric
cid and diluting to the required concentration with deionised
ater shortly before use. Natural iron solutions were pre-
ared from iron(II) sulphate or iron(III) nitrate added directly
o deionised water. Solutions were kept in polyethylene bot-
les to avoid adsorption of the insoluble iron species onto the
alls of the vessel [4]. A stock solution of 1,10-phenanthroline

100 mg l−1) was prepared in deionised water, the mixture
eing stirred in a water bath (50 ◦C) for 10 min to achieve
issolution.

.2. Single-use electrochemical sensor devices

Sensor devices (1 cm × 4.5 cm) were prepared in-house by
creen-printing onto an alumina substrate. Carbon ink (ED5000,
lectra Ltd.) was used to print working and counter electrodes,
onducting tracks and connector pads. Silver–silver chloride
aste (Gwent Electronic Materials Ltd., GEM) was used to
rint reference electrodes and dielectric (D1, GEM) was used
o insulate the conductive tracks [23]. Unless indicated other-
ise, potentials are quoted with respect to the screen-printed

ilver–silver chloride reference electrode bathed in potassium
hloride (0.1 M), i.e. Ag–AgCl (0.1 M KCl).

The sample was confined between the electrodes and a top-
ap positioned over the alumina substrate with a gap of about
50 �m. Electrochemistry was carried out using an electrochem-
cal workstation (AutoLab, EcoChimie BV) with GPES software
n differential pulse mode. Peak height (automatic search; linear
aseline) was used as the chief characteristic of the voltammetric
eaks.

.3. Preparation of sensors with reagent layers

The reagent layer for the measurement of total iron con-
isted of polyvinyl alcohol (PVA; Mr 85,000–146,000; >99%
ydrolysed) as the support structure to contain the reagents. PVA
0.05–1 g l−1 depending on the experiment) was dissolved in
eionised water by stirring for 15 min in a bath of almost boiling
ater. The following reagents were added to the PVA solu-

ion to achieve the indicated concentrations: potassium chloride
100 mM), potassium hexacyanoferrate(III) (1 mM), potassium
ydrogen sulphate (29.5 mM), sodium acetate (20.5 mM) and
re-dissolved 1,10-phenanthroline (100 mg l−1).

Sensor devices were washed in deionised water and dried.
VA/reagent solution (15 �l) was pipetted onto the sensor (in

he region of the working, reference and counter electrodes) and

pread using the side of the pipette tip so that the electrodes were
venly covered with the reagent cocktail. The sensor devices
ere dried at room temperature and stored in a dessicator over

elf-indicating silica gel.



2 nta 71 (2007) 202–207

2

w
s
i

3

3
i

3

e
e
r
h
t
t
p
a

p
b
o
c

a
t

F
i
a
0

Fig. 2. Differential pulse voltammetry of iron-1,10-phenanthroline complex
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(differential pulse peak at +820 mV, see Fig. 2) and optically
(absorption band, max 510 nm; see Fig. 3). Visible spectropho-
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.4. Spectrophotometry

A diode-array spectrophotometer (Hewlett-Packard 8452A)
ith HPUV software was used for measurements of UV–vis

pectra. Cuvettes with a path length of 1 cm were used and an
ntegration time of 5 s was selected.

. Results and discussion

.1. Determination of total predissolved (i.e. unhydrolysed)
ron

.1.1. Chemical reduction of iron(III)
Iron(II) solutions, in the presence of 1,10-phenanthroline,

xhibited an oxidation peak (see Fig. 1) when scanned (differ-
ntial pulse mode) from +0.4 to +1.2 V, and a corresponding
eduction peak when the scan was reversed (not shown). The
eight of the reduction peak was independent of the time that
he working electrode was held at +1.2 V before commencing
he scan. No peak was observed when iron(III) was used in
lace of iron(II). The following reaction scheme was tentatively
ssigned:

Fe2+(aq) + 3phe(aq) Fe(phe)3
2+(aq)

� Fe(phe)3
2+(ad)

E>+800 mV−ē
�

E<+800 mV+ē
Fe(phe)3

3+(ad)

� Fe(phe)3
3+(aq) Fe3+(aq) + 3phe (1)

This indicates that formation of the 1,10-phenanthroline com-
lex with iron(III) was not favoured and required to be driven
y an appropriately oxidising electrode potential. The height
f the reduction peak (Ip,c) correlated linearly with the iron(II)
oncentration,

Ip,c

nA
= (0.111 ± 0.002)[iron(II)]/μg l−1 + (5.3 ± 1.7)
R2 = 0.998, (2)

cross a broad concentration range (0–5000 �g l−1) with a detec-
ion limit calculated to be 10 �g l−1. The peak height and peak

ig. 1. Differential pulse voltammetry of 1,10-phenanthroline complex with
ron(II). Iron(II)/�g l−1: (A) 640; (B) 0. [1,10-phenanthroline] = 100 mg l−1;
cetate/HSO4

− buffer, pH 4.5. Modulation amplitude, 50 mV; modulation time,
.05 s; interval time, 0.2 s; step size, 2 mV; and initial potential, +1.2 V.

t

F
r
(
1
t
(
E

ith potassium hexacyanoferrate(II) (2 mM). [iron(II)] and [iron(III)]/�g l−1:
A) 0 and 0; (B) 640 and 0; (C) 0 and 640; [1,10-phenanthroline] = 100 mg l−1;
cetate/HSO4

− buffer, pH 4.5.

otential were independent of pH in the range 2.1–7 in accord
ith the reported formation of a stable complex between pH
and 9 [24]. No experiments were carried out at pH higher

han 7 in this work but the magnitude of the voltammetric peak
iminished rapidly as the pH was decreased below 2.1.

Hydroxylamine was used to reduce iron(III) to iron(II) to
nable complex formation with 1,10-phenanthroline. However,
he electroactivity of hydroxylamine resulted in a rising back-
round current and consequently a less sensitive detection limit
40 �g l−1) compared with the measurement of iron(II) in the
bsence of the reducing agent (10 �g l−1). Hexacyanoferrate(II)
as identified as a more suitable reducing agent. Although hexa-

yanoferrate(II) could not be used to reduce iron(III) directly, the
eaction was facilitated by 1,10-phenanthroline. The formation
f Fe(phe)3

2+ in mixtures of iron(III), hexacyanoferrate(II) and
,10-phenanthroline was demonstrated both electrochemically
ometry also demonstrated (see Fig. 3) that formation of the

ig. 3. Absorbance spectra of various mixtures of iron(III), hexacyanofer-
ate(II) and 1,10-phenanthroline in acetate/HSO4

− buffer (pH 3.5): (A) Fe3+

0.1 mM) from Fe(NO3)3; (B) potassium hexacyanoferrate(II) (0.5 mM); (C)
,10-phenanthroline (0.5 g l−1); (D) Fe(phe)3

2+ complex (0.1 mM); (E) mix-
ure of Fe3+ (0.1 mM), hexacyanoferrate(II) (0.5 mM) and 1,10-phenanthroline
0.5 g l−1); (F) potassium hexacyanoferrate(III) (0.1 mM); and (G) spectrum
–spectrum D.
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omplex was accompanied by the formation of hexacyanofer-
ate(III) (absorption band at 420 nm). The mechanism of the
eaction was not investigated but it is assumed that the reaction
as driven by formation of the 1,10-phenanthroline complex:

e3+ + Fe(CN)6
4− � Fe2+ + Fe(CN)6

3− (3)

e2+ + 3phe → Fe(phe)3
2+ (4)

On the time scale of the measurement, the reaction pro-
ess was effectively instantaneous at pH >2.3 and importantly,
ron(III) added to an excess of 1,10-phenanthroline and hex-
cyanoferrate(II) was converted quantitatively to Fe(phe)3

2+

Fig. 3).
The presence of hexacyanoferrate(II) had almost no effect

n the magnitude of the voltammetric signal for the Fe(phe)3
2+

omplex but the peak position was shifted about 20 mV towards
ore negative potentials in the presence of hexacyanoferrate(II)

1 mM). A large current reflected the reduction of hexacyano-
errate(III) at potentials more negative than +400 mV but it was
learly distinguishable from the iron peak. The peak positions
or separate measurements of both iron(II) and iron(III) were
he same, and the magnitude of the signals for iron(II) and
ron(III) solutions of the same concentration were comparable
see Fig. 2). The background current of the differential pulse
can was slightly higher in the presence of hexacyanoferrate(II)
ut, in marked contrast to the use of hydroxylamine, the baseline
as almost horizontal, the peaks were almost symmetrical and

he detection limit for pre-dissolved iron was 10 �g l−1. Clearly,
exacyanoferrate (II) is ideal for reducing iron(III) in this appli-
ation.

.1.2. Mediated electroreduction of iron(III)

.1.2.1. Determination at uncoated sensor devices. Chemical
eduction of iron(III) could be replaced by reduction at the sur-
ace of a suitably poised working electrode, thus avoiding the
se of unstable chemical reducing agents. Direct reduction of
ron(III) at the working electrode (−350 mV) was inefficient;
re-treatment for >5 min was required to obtain a signal >95%
f that for iron(II) of the same concentration. Considerably more
apid conversion of iron(III) to iron(II) was achieved using elec-
roreduction mediated by hexacyanoferrate(III):

e(CN)6
3−−0.2 V vs. Ag−AgCl−→ Fe(CN)6

4− (5)

e(CN)6
4− + Fe3+ + 3phe → Fe(CN)6

3− + Fe(phe)3
2+

(3 and 4)

It was established in the previous section that reactions
2) and (3) were effectively instantaneous at pH >2.3. There-
ore, with hexacyanoferrate(II) present in the mixture, reduc-
ion at the electrode produced hexacyanoferrate(II), which, in
urn, reduced iron(III) in the vicinity of the electrode result-
ng in its quantitative conversion to the Fe(phe)3

2+ complex.

exacyanoferrate(III)-mediated electroreduction of iron(III)
as considerably faster than unmediated reduction at the elec-

rode. Measurement of total iron could be effected in ≥20 s using
ediated reduction. Calibration graphs were obtained using

p
f

1 (2007) 202–207 205

he method (not shown). Linear correlation between the signal
nd the concentration of total iron was found between 10 and
000 �g l−1:

Ip,c

nA
= (0.121 ± 0.001)[Fe2+/μgl−1] + (13 ± 2)

R2 = 0.999 (6)

Ip,c

nA
= (0.117 ± 0.001)[Fe3+/μgl−1] + (11 ± 2)

R2 = 0.998 (7)

Providing that the pre-dissolved form of iron was used, the
nalysis could be carried out at a pH between 2.3 and 4.5.

1,10-Phenanthroline is known [24] to form complexes with a
ange of metal ions, including ZnII, CuII, MnII, and CoII. There-
ore, possible interference by other metals was studied, using
oth direct electrode reduction of iron(III) (i.e. in the absence
f hexacyanoferrate(III)) and using hexacyanoferrate(III) as the
lectrochemical mediator. Of the metals tested (MnII, CuII, AlIII,
nII, AgI, PbII, CoII, CrIII, at 500 �g l−1) only zinc showed inter-

erence in the absence of hexacyanoferrate(III), the reduction
eak potential (Ep,c) being indistinguishable from that of iron.
he magnitude of the signal for zinc was approximately 25%
f that for iron(II) for the same concentrations. Mn2+ and Ag+

howed some interfering electroactivity. In these cases, however,
p,c was either more positive (Ag+) or more negative (Mn2+)

han that for iron(II). Importantly, the interferences of Zn, Mn
nd Ag were negligible in the presence of hexacyanoferrate(III).
his is most probably due to precipitation of the interfering metal
pecies by hexacyanoferrate(III) or hexacyanoferrate(II).

.1.2.2. Determination at coated sensor devices. It was found
o be possible to immobilise all the necessary reagents
1,10-phenanthroline, potassium hexacyanoferrate(III), potas-
ium hydrogen sulphate, sodium acetate and potassium chloride)
n the sensor surface in a PVA matrix, then to measure total dis-
olved iron without the need for sample pre-treatment.

The layer of PVA was positioned to cover the working, ref-
rence and counter electrodes. Adherence of the layer to the
ensor devices was satisfactory and the PVA also assisted wet-
ing of the electrodes. The measurement consisted of applying
he sample solution onto the sensor device, pre-treatment at

0.2 V for 30 s to convert iron(III) to iron(II), followed imme-
iately by a voltammetric scan from +1.2 to +0.4 V to measure
he reduction of the iron(II)1,10-phenanthroline complex. When
re-dissolved iron(II) and iron(III) sample solutions were used,
he magnitude of the signal was comparable for both iron(II) and
ron(III) (compare Figs. 2 and 4). The magnitude of the signal
as very similar to those obtained using the reagents in solution.

.2. Determination of total iron in natural iron solutions
sing coated sensor devices
Measurement of total iron directly in natural samples (e.g.
otable water), where most of the iron is present in the
orm of insoluble iron(III) species (particularly oxyhydroxides),
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Fig. 4. Differential pulse voltammetry of iron using sensor devices with immo-
bilised reagents and hexacyanoferrate(III) mediated electroreduction of iron(III).
Stock solutions of iron (100 mg l−1) were prepared in 10 mM hydrochloric acid
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Fig. 5. Effect of pH on the rate of formation of Fe(phe)3
2+ complex in mixtures

of iron, hexacyanoferrate(II) and 1,10-phenanthroline. The reaction was started
at time 0 by adding (top) iron(III) (from nitrate; 1 mg l−1) or (bottom) iron(II)
(from sulphate; 1 mg l−1) to an equal volume of the mixture of ferrocyanide
(
t

•

r
y
−
n
c
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i
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1
a

nd diluted to the required concentration with deionised water. [Iron(II)] and
Iron(III)]/�g l−1: (A) 0 and 0; (B) 640 and 0; (C) 0 and 640. Electroreduction
as performed for 30 s at −0.2 V prior to the voltammetric scan.

equires the dissolution of the insoluble iron species present as
art of the measurement process.

Initial experiments showed that dissolution of colloidal iron
pecies was a lengthy process, even at pH values as low as
.1—the minimum pH at which it was feasible to carry out the
,10-phenanthroline-based voltammetric measurement. Below
H 2.1, formation of the Fe(phe)3

2+ complex was slow and
ncomplete. Dissolution of iron(III) oxyhydroxides was con-
iderably faster when the dissolved iron(III) was rapidly and
rreversibly converted to the strong Fe(phe)3

2+ complex by reac-
ion with hexacyanoferrate(II) and 1,10-phenanthroline:

eIII(s)
H+
�

OH−
FeIII(aq)

Fe(CN)6
4−and phe−→ Fe(phe)3

2+ (8)

The rate of Fe(phe)3
2+ formation from iron(III) in the pres-

nce of hexacyanoferrate(II) and 1,10-phenanthroline is shown
s a function of pH in Fig. 5. The most rapid dissolution was
chieved at pH 2.3–2.5. Slow dissolution at pH 2.1 may be
xplained by a slow rate of complex formation between iron(II)
nd 1,10-phenanthroline, whilst at pH values higher than 2.3 the
nitial dissolution of sparingly soluble iron(III) was the rate lim-
ting factor. The electrochemical determinations in natural iron
olutions were achieved by electroreduction of hexacyanofer-
ate(III) for 5 min to produce excess hexacyanoferrate(II) which,
n combination with the low pH (2.5), led to dissolution of the
nsoluble species and the subsequent formation of the Fe(phe)3

2+

omplex. The approach was tested using sensor devices with
mmobilised reagents. In this case, however, the magnitude of
he signal for iron(III) species tended to be smaller than that for
ron(II) species at the same concentration. Employing longer
re-treatment times (up to 10 min) did not improve the results.
owever, it was found that the following factors had an effect

n the magnitude of the signal for iron(III):

the degree of hydrolysis of PVA—the signal for iron(III)
tended to be larger using PVA with a high degree of hydrol-
ysis;

t
a
t
S
t

2 mM) and 1,10-phenanthroline (0.2 g l−1) in acetate/HSO4
− buffer. The pH of

he buffer was (A) 4.5; (B) 4.0; (C) 3.3; (D) 2.7; (E) 2.5; (F) 2.3; and (G) 2.1.

the concentration of PVA in the reagent layer—the signal for
iron(III) tended to be larger using smaller concentrations of
PVA.

These effects were not investigated exhaustively but the best
esults were obtained using a layer of 0.05% PVA (>99% hydrol-
sed; Mr = 85,000–146,000) and >4 min electrode-reduction at
0.2 V. These conditions gave signals for iron(III) species in

atural solutions that were about 85% of those for equivalent
oncentrations of iron(II) species. Smaller concentrations of
VA reduced the effectiveness of PVA as a spreading layer.

. Conclusions

A novel method for the quantitative determination of total
ron was developed in this work. Although the possibility of

easuring iron voltammetrically based on complexation with
,10-phenanthroline had been reported previously, this work
dded some novel practical features to the technique. Firstly,
he method was adapted to the use of screen-printed dispos-

ble sensor devices. This provides the possibility to determine
he concentration of the total dissolved iron simply and quickly.
creen-printed single-use sensor devices lend themselves to rou-

ine in-field use using simple procedures and relatively inexpen-
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ive equipment. Secondly, an effective way of reducing iron(III)
o iron(II) prior to the voltammetric measurement was identi-
ed. Iron(III) was reduced at the surface of a suitably poised
orking electrode using hexacyanoferrate(III) as a mediator,

hus avoiding the need to use unstable chemical reagents. The
ethod allowed complete reduction of iron(III) in the vicinity

f the electrode within 30 s. A subsequent voltammetric scan
ermitted the determination of total iron with a detection limit
f 10 �g l−1. Thirdly, the simplicity of the measurement was
mproved further by immobilisation of all the necessary reagents
n the sensor devices, which allowed measurement of total dis-
olved iron without any sample pre-treatment.

Techniques for total iron are typically preceded by disso-
ution of iron(III) species in a strong acid. The possibility of

easuring total iron in natural samples without a separate pre-
issolution step was investigated and was found to be feasible.
nsoluble iron(III) was dissolved at pH 2.3–2.5 on the sensor
uring the measurement. The rate of dissolution, which is rather
low at this pH, was enhanced by the presence of hexacyano-
errate(II) generated at the working electrode. The total iron
easurement, including the dissolution of iron(III) species using

his technique, took approximately 5 min, without any sample
retreatment being required.

However, this method of dissolving iron(III) appeared to be
ess effective when tested with reagents immobilised in the PVA
ayer. In this case the signal was typically smaller for iron(III)
han for iron(II) at the same concentration. The composition
f the layer was optimised to improve the signal for iron(III)
nd this resulted in a signal which was about 85% of that for
ron(II).

The detection limit of 10 �g l−1 of this method was not as
ood as that described previously using catalytic cathodic strip-

ing voltammetry on a mercury electrode. Nevertheless, it was
omparable with a range of other methods including the offi-
ial ISO spectrometric method for determination of total iron in
rinking water.
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bstract

A new method is proposed for the determination of bismuth and copper in the presence of each other based on adsorptive stripping voltammetry
f complexes of Bi(III)-chromazorul-S and Cu(II)-chromazorul-S at a hanging mercury drop electrode (HMDE). Copper is an interfering element
or the determination of Bi(III) because, the voltammograms of Bi(III) and Cu(II) overlapped with each other. Continuous wavelet transform (CWT)
as applied to separate the voltammograms. In this regards, wavelet filter, resolution of the peaks and the fitness were optimized to obtain minimum
etection limit for the elements. Through continuous wavelet transform Symlet4 (Sym4) wavelet filter at dilation 6, quantitative and qualitative
nalysis the mixture solutions of bismuth and copper was performed. It was also realized that copper imposes a matrix effect on the determination of
i(III) and the standard addition method was able to cope with this effect. Bismuth does not have matrix effect on copper determination, therefore,

he calibration curve using wavelet coefficients of CWT was used for determination of Cu(II) in the presence of Bi(III). The detection limits
−1 −1
ere 0.10 and 0.05 ng ml for bismuth and copper, respectively. The linear dynamic range of 0.1–30.0 and 0.1–32.0 ng ml were obtained for

etermination of bismuth in the presence of 24.0 ng ml−1 of copper and copper in the presence of 24.0 ng ml−1 of bismuth, respectively. The method
as used for determination of these two cations in water and human hair samples. The results indicate the ability of method for the determination
f these two elements in real samples.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Bismuth compounds have application in semiconductors,
osmetic preparations, metallurgy and alloy industry, iron
astings, electronics, lubricating oils and greases, pigments,
edicines for treatment of helicobacter pyloric- induced gastri-

is, contact lens cleaning solution, nuclear reactor cooling fluids
nd reagent for purification of sugar [1–3]. Copper is an essential
onstituent of enzymes, therefore is biologically essential trace
lements [4] and play an important role in water as pollutant or
ssential element [5] dependent on its concentration. Therefore,
t is not surprising that many techniques have been developed
or determination of bismuth and copper. Among the different

ethods, electrochemical stripping analysis is favor because of

ase and speed of operation and sensitivity [6–10].

∗ Corresponding author. Tel.: +98 311 3912351; fax: +98 311 3912350.
E-mail address: ensafi@cc.iut.ac.ir (A.A. Ensafi).
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; Bismuth; Copper

There are a variety of electrochemical stripping methods
ncluding anodic stripping voltammetry (ASV) and adsorptive
athodic stripping voltammetry (AdCSV) for the determina-
ion of bismuth and copper [6–14]. Although, these techniques
ffer the desired sensitivity but, they suffer from some practi-
al difficulties. The advantage of the highly sensitive stripping
echniques is often overshadowed by the interference of Cu(II),
hich its peak overlaps with Bi(III) peak [9]. Therefore, accu-

ate determination of these two elements in the presences of each
ther is not possible by common electroanalytical methods. Sev-
ral efforts have been made to resolve the interference of copper.
ccumulation of bismuth onto the surface of a chemically mod-

fied electrode containing 1-(2-pyridylazo)-2-naphthol [14] is
selective voltammetric method for the determination of bis-
uth in presence of copper. In this method the interference of

opper was overcome by using an excess amount of iodide to

he deposition medium. However, it is not possible to determine
opper by this method. Zen et al have developed poly (4-vinyl
yridine)/mercury film electrode to overcome the interference of
opper [9]. Limson has mentioned that simultaneous detection
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f Cu(II), Pb(II), Bi(III) and Cd(II) can be performed by using
ppropriate concentration of each cation. Since there is strong
nterference between bismuth and copper, determination of one
ation is possible only in the presence of very low concentration
f another one [10]. However, it is not possible to control the
oncentration of these cations in real samples.

Resolving and quantifying the overlapped peaks has long
eing an interesting subject in analytical chemistry. Many efforts
ave been made to resolve overlapped signals by chemical,
nstrumental and mathematical methods. In chemometrics, dif-
erent methods such as linear or non-linear regression analysis,
urve fitting [15,16], the Fourier self deconvolution (FSD) [17],
rtificial neural networks (ANN) [14,18], and factor analysis
19] were employed to overcome this problem. The Fourier
elf deconvolution is an effective means of resolving overlapped
and, but this method requires a mathematical model to yield
econvolution and it is quite sensitive to noise in unresolved
ands [20]. In the past decade, wavelet transform (WT) has also
een employed to find the individual peak position in overlapped
ignals [21–23]. Wu and co-workers [24] performed CWT in a
ingle dilation to find positions of overlapped peak of square
ave voltammogram (SWV) that could be described by the

ech2-function. Xiaoquan et al. have developed a method to
stimate the number of peaks and individual peak position in
n overlapped signal. They have used CWT not on a single dila-
ion but on an appropriate dilation range [25].

In this work, chromazorul-S has been used as a chelating
gent in cathodic adsorptive stripping voltammetry of bismuth
nd copper on a hanging mercury drop electrode (HMDE). In
he presence of chromazorul-S as a new complexing agent for
etermination of Bi(III), interference of Cu(II) was observed by
verlapping of cathodic peak of Cu(II)-chromazorul-S. Despite
f optimization of chemical and instrumental parameter there
s still severe overlapping between the voltammograms of these
wo elements. Therefore, using mathematical method for resolv-
ng of these voltammograms is unavoidable. CWT is a very
owerful preprocessing method to estimate the number of peaks,
heir positions and to obtain the individual peak in an overlapped
ignal and was proposed to resolve and quantify the overlapped
oltammogramm of these two cations. Maximums of wavelet
oefficients were used to find the number of peaks and their
ositions. By using the proposed method Bi(III) was determined
n the presence of Cu(II) in concentration as high as 200 times

ore than bismuth concentration. The determination of copper
as performed in mixture solution without the matrix effect of
i(III) on Cu(II) voltammogram.

. Theory of the wavelet transforms

A detailed description of the wavelet and wavelet transform
an be found in some references [26,27] and book [28]. A brief
verview of this theory is presented.

Wavelet is defined as a series of functionψa, b(t) derived from

mother function ψ(t) by dilation and translation

a,b(t) = |a|−1/2ψ

(
t − b

a

)

dt a, b∈R and a �= 0 (1)

fi
w
t
v
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here a is the scale parameter that controls dilation and b is
he shift parameter that controls the translation of wavelet. For
signal f(t) in time domain, its CWT could be described as Eq.

2)

f (a, b) = |a|−1/2

+∞∫

−∞
f (t)ψ

(
t − b

a

)

dt (2)

or b is a certain constant and the CWT under a certain dilation
f(a)(b) or under certain translation Wf(b)(a) can be obtained

28].
Because WT is a linear transformation, the peak position of

he data set would not change before and after WT. In the other
and, the information of the signal will remain in the trans-
ormed coefficients for further regression analysis. Therefore,
fter preprocessing with CWT, the obtained coefficients of the
pectra can be used for calibration or regression with partial
east squares (PLS) and artificial neural network or other meth-
ds [24]. This means, quantitative and qualitative analysis can
e performed by using wavelet coefficients. If one signal f(t)
ncreases K times the CWT coefficients increase K′ time (quan-
itative analysis) and the position of the maximum of Wf(a)(b)
s the same as the peak position of original signal (qualitative
nalysis).

Selection of a wavelet filter that is matched to the data is very
mportant. CWT based on incorrect wavelet function could not
etect the exact peak number and position [25]. Theoretically,
here are many wavelet functions could be used to run CWT, but
he Harr, daublets, coiflets and symlets are widely used for signal
rocessing [29]. Among these 22 orthonormal wavelet functions
Haar, nine daublets, five coiflets and seven symlets), selection
f an appropriate wavelet filter may be guided by empirical rules
pplied to data size and signal continuity. The typical way is to
isually inspect the data first, and select an appropriate wavelet
lter [29]. The other way is to consider the peak position, peak
umber and degree of separation (R) as criteria. Resolution of
wo peaks defines as,

= x2 − x1

0.5(y2 − y1)
(3)

here x1 and x2 are the peak positions, y1 and y2 the bottom
idths of peaks and R is degree of separation [25].
In addition to wavelet function, dilation has also an important

ole to get maximum resolution and sensitivity. A proper dilation
as selected using the introduced criterion by Xiaoquan et al.

25]

tness(a) =
length f (x)∑

b=1

[|Wf(a)(b)| − |f (b)|]2 (4)
tness(a) represents the cumulated difference between the
avelet coefficients Wf(a)(b) and the original data at each transi-

ion. The dilation which makes the fitness(a) have the minimum
alue would be chosen as the best dilation.
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Fig. 1. The original DPSV for: (A) the blank solution contain 4.0 �M
chromazurol-S in acetate buffer pH 3.7; (B) the solution contains 18.0 ng ml−1

B
B
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b
d
a
W
b
t
c
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filter function were obtained by using the simulated overlapped
signals were used to perform CWT on real voltammograms.
Maximum of wavelet coefficients, Wf(a)(b), were used to plot the
calibration curves and calculation of concentration of cations.
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. Experimental

.1. Experimental data

.1.1. Reagents
All chemicals were reagent grade and doubly distilled water

as used in preparation of all solutions.
Stock solutions (1000 �g ml−1) of Bi(III) and Cu(II) were

repared by dissolving 0.2400 g of Bi(NO3)3·6H2O and
.3920 g of Cu(NO3)2 in 2 ml nitric acid and water, respectively.
he result solutions were diluted with double distilled water to
00 ml in 100 ml volumetric flasks.

Chromazurol S solution, 1.00 × 10−3 M, was prepared by
issolving 0.0600 g of the reagent in water in a 100 ml volumetric
ask, diluted to the mark and stored in fridge.

.1.2. Apparatus
All electrochemical experiments were performed with poten-

iostat and galvanostat (Auto lab AUT 72036 electrochemical
ystem) in conjunction with a 663 VA Stand Metrohm elec-
rochemical cell. A conventional three-electrode system, com-
rising a medium-sized hanging mercury drop electrode as a
orking electrode, a platinum wire counter electrode and an
g/AgCl reference electrode (saturated KCl) was used in all

xperiment.

.1.3. Procedure
Ten milliliter of buffer solution (acetate, pH 3.7) and 4.0 �M

f chromazurol-S were added in the electrochemical cell as a
lank and the solution was purged with the nitrogen gas for at
east 4 min. The adsorption preconcentration was carried out
rom the stirred solution for a period of 60 s at a −0.20 V
ersus Ag/AgCl, at a fresh mercury drop. Afterward, a differen-
ial pulse voltammogram was recorded from +0.16 to −0.08 V,
ith a potential scan rate of 20 mV s−1. The voltammogram

or the blank solution (Eb) was measured. Then, Bi(III) or
u(II) standard solutions were added to the cell while maintain-

ng a nitrogen atmosphere over the solution and a differential
ulse voltammogram was recorded. The sample voltammogram
Es) was measured at the same conditions. Measurements were
btained in room temperature (25 ◦C).

All computations were carried out on a Pentium4, 1.5 GHz
C. The CWT algorithm was written in Matlab 6.1 software by

he authors.

.2. Simulated data

In order to find out the optimized variables, the method was
pplied to simulated overlapped peaks. The details of procedure
hat were used in this work can be summarized as the follow-
ng steps: (1) create a simulated overlapped signal by using the
aussian equation
= 1

σ
√

2π
e−(x−μ)2/2σ2

(5)

2) select a wavelet function and set an initial value as the scale
arameter, (3) perform CWT of the signal on a selected dilation

F
c
E

i(III) and 9.0 ng ml−1 Cu(II) in acetate buffer, pH 3.7; (C) (A) plus 5.0 ng ml−1

i(III); (D) (A) plus 6.0 ng ml−1 Cu(II); (E) (A) plus 5.0 ng ml−1 Bi(III) and
.0 ng ml−1 Cu(II).

y convolution the wavelet function on all the signal and obtain
ata Wf(a)(b) and (4) detect the peak numbers, peak positions
nd degree of separation according to the wavelet coefficients,
f(a)(b), and compare with those of the original signal, to find the

est wavelet filter. After optimization of wavelet filter according
o the criteria, dilation was studied. Values of fitness(a) were cal-
ulated according to Eq. (4) and minimum of fitness was selected
s optimized value for the scale. Then optimized dilation and
ig. 2. Effect of chromazurol S concentration on the peak current of a solution
ontains 10.0 ng ml−1 Bi(III) or Cu(II) in acetate buffer, pH 3.7. Conditions:

ac = −0.15; tac = 60 s and scan rate = 15 mV s−1.
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Table 1
Optimized parameter for determination of Bi(III) and Cu(II)

Parameter Range Optimized value for Cu Optimized value for Bi Selected optimized value for mixture

pH 2–6 4 3.7 3.7
Chromazurol-S (�M) 0–10 4.0 4.0 4.0
Eac (V) 0.18 to −0.5 −0.14 −0.2 −0.2
t
S
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4

r
overlapped simulated signal according to the Gaussian function
ac (s) 0–140 50
can rate (mV s−1) 5–40 20
ulse height (V) 0.02–0.12 0.1

. Result and discussion

.1. Adsorptive and voltammetric characteristic of the
i(III) and Cu(II)-chromazurol-S complexes

Fig. 1 shows the differential pulse stripping voltammograms
or solutions contain 4.0 �M of chromazurol-S in acetate buffer
H 3.7 in presence of Bi(III) and Cu(II) under different con-
itions. In the absence of chromazorul-S as a complexing
gent, there is not any reduction peak current for 18.0 ng ml−1

i(III) or 9.0 ng ml−1 Cu(II). Chromazurol-S does not have
ny electrochemical activity in this potential range (Fig. 1B).
owever, in the presence of Bi(III) and Cu(II) alone or in
ixture solutions and chromazurol-S, corresponding peaks are

bserved (Fig. 1C–E). The voltammograms of Bi(III), Cu(II)
nd chromazurol-S system recorded without accumulation and
n different accumulation times. The results show that the peak
urrents increase with increasing accumulation time prior to the
otential scan, indicate that the Bi(III) and Cu(II) chromazurol-
complexes is readily adsorbed onto the HMDE. In addition,

epression of the peak current upon addition of 10.0 �g ml−1

riton X-100 into the solution shows the adsorptive character-
stic of the complex onto the HMDE.
The effect of chemical parameters such as pH and
hromazurol-S concentration and instrumental parameters such
s accumulation potential, accumulation time, pulse amplitude

ig. 3. Simulated signals (A–C) and corresponding wavelet transform (D) using
ym4 at dilation 7.

(
B
C

F
a
a

60 60
20 20

0.1 0.1

nd scan rate were investigated to obtain maximum resolution
nd sensitivity. Fig. 2 is a typical graph shows the influence of
hromazourol-S concentration on the peak current of solutions
f 10.0 ng ml−1 Bi(III) and Cu(II). The sensitivity of determi-
ation of both copper and bismuth increased with increasing
hromazurol-S concentration up to 4.0 �M. At higher concen-
rations, peak currents decrease with increasing chromazurol-S
oncentration. This effect is due to competition adsorption of
ree ligand and complexes on the surface of mercury electrode.
herefore, 4.0 �M chromazurol-S concentration was selected as
ptimized value for both elements.

All of the other parameters were optimized in a similar way.
he results are summarized in Table 1. Despite of optimization
f chemical and instrumental parameters there is still severe
verlapping between the voltammograms of these two cations.

.2. Selection of an appropriate wavelet filter and dilation

.2.1. Simulated overlapped signal
In this paper three criteria (peak position, peak number and

esolution) were used to find the best wavelet filter. In this regard,
Eq. (5)) was used. Fig. 3 exhibits two simulated peaks (A and
), which their peak positions are P1 = 0.020 and P2 = −0.044.
WT was performed using 22 orthonormal wavelet functions

ig. 4. fitness(a) for simulated overlapped signals when the peak heights of P1

re constant and peak height of P2 changed from (�) P2:P1 1:3; (©) P2:P1 1:5
nd (�) P2:P1 1:7.
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Table 2
Regression equationa and limit of determination (LOD) of Cu(II) and Bi(III) in different dilation

Dilation Bi(III) Cu(II)

Regression (P.h.) LOD (ng ml−1) Regression LOD (ng ml−1)

4 0.038 × C + 0.02 0.20 0.015 × C + 0.01 0.10
6 0.042 × C + 0.02 0.10 0.017 × C + 0.01 0.08
8 0.040 × C + 0.02 0.15 0.014 × C + 0.01 0.13

10 0.036 × C + 0.01 0.25 0.013 × C + 0.01 0.17
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a P.h.: peak height in arbitrary unit, C: concentration in ng ml−1.

n the same dilation. According to the above criteria, Sym4 was
elected as the best filter for resolving overlapped signal. Fig. 3D
hows deconvolution of signal by using Sym4 wavelet filter with
ilation 7. The relative errors of peak positions after wavelet
ransform were 1.9 and 2.9% for P1 and P2, respectively. The
egree of separation R is 0.74.

To obtain maximum resolution and sensitivity an optimized
ilation is also necessary to perform CWT. The minimum value
f fitness(a) was selected as a criterion to optimize dilation. Since
he individual peaks overlap with a different overlap degrees in
ifferent peak heights therefore, optimum value of the dilation
s dependent to concentration of analytes. Fig. 4 shows the val-
es of the fitness(a) for simulated overlapped signal when the
eak heights of P1 is constant and the other one, P2, is changed.
esults show whenever the optimization of dilation is performed
hen peak height of P2 is low (e.g. less than 20% of peak height
f P1) limit of detection for P2 is improved. Xiaoquan and et al.
sed an appropriate dilation range to perform CWT instead of
ingle dilation [25]. Since main goal of this work is the deter-
ination of low concentration of bismuth in the presence of

igh concentration of copper therefore, a dilation that shows a
inimum detection limit was selected.

.2.2. Experimental data
In order to confirm the optimized variables based on the

entioned criteria, the same procedure, which was used for the
imulated data, was repeated for the experimental data to find out
he optimized variable performing CWT. The same optimized
avelet filter and dilation were obtained for the experimental
ata.

Table 2 shows the equation of regressions and limit of deter-
inations of Bi(III) in different dilations. The best limit of

etermination was obtained at dilation 6.

.3. Quantitative analysis

The linear property of CWT is one of the main characteristic
f WT that can be used in quantitative analysis then, the Wf(a)(b),
an be employed as a response to construct the calibration plot.
ig. 5a and b shows the DPSV and their corresponding Wf(a)(b)

o quantify Bi(III) in presence of 8.0 ng ml−1 of Cu(II). Cali-

ration graphs were obtained by using the maximum of wavelet
oefficients of decomposed signals (Fig. 5b) at peak potential
orresponding bismuth (around −0.02 V) versus concentration
f Bi(III). On the other hand, a baseline correction for Wf(a)(b)

4

c

an be performed by linking the minimum points of bismuth
eak and shift the peak in positive direction.

The calibration graphs for both methods have been shown in
he corresponding inset figures. The regression coefficients in
oth methods are acceptable but, whenever baseline correction
s done, the slope of calibration graph is greater than the other
ne, i.e. by baseline correction sensitivity and limit of detection
mproves. A similar investigation was performed when concen-
ration of copper increases in presence of 10.0 ng ml−1 bismuth.
he results have been shown in Fig. 6a and b.

In comparing Figs. 5a and 6a, the results show that presence
f copper can interfere for bismuth determination but, presence
f bismuth does not have any interference for copper determi-
ation. To confirm this claim, the Cu(II) calibration plot was
nvestigated in different conditions, e.g. (1) in the absence of
ismuth and (2) in the presence of different concentration of bis-
uth. Table 3 shows the results of this investigation. Calibration

lot of Bi in the presence of different concentration of copper
as also investigated. The results have been summarized in last

our rows of Table 3. Calibration graphs have been constructed
fter CWT without baseline correction. The results show the
eak current of bismuth in presence of copper is still linear,
owever the slopes of the Bi(III) calibration curve in absence
f copper is significantly different from those when copper is
resent. The statistical results of t-test show copper has a matrix
ffect on determination of bismuth and confirm the above claim.
herefore, standard addition method couple with CWT was pro-
osed for quantitative analysis of bismuth in presence of copper.
tatistical results show there is not any matrix effect of bis-
uth on copper determination therefore, calibration curve after
WT can be used for determination of copper in presence of
ismuth.

To investigate the accuracy and applicability of the proposed
ethod for quantitative determination of Bi(III) and Cu(II) in
ixed solutions, the method was employed for determination

f bismuth or copper in several synthetic samples with different
oncentrations of other element. The results are given in Table 4.
he good recoveries show the method is capable to determine
i(III) in the presence of high concentration of copper and vise
ersa.
.4. Interference study

The influence of various metal ions on the determination of
opper and bismuth were examined. The obtained results for
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ig. 5. (a–c) Show the DPSV, corresponding wavelet transform without baselin
uantify Bi(III) in solution containing 8.0 ng ml−1 Cu(II). The insets figures sho

0.0 ng ml−1 of each cation with 60 s preconcentration time are

ummarized in Table 5. The tolerance limit was defined as the
oncentration, which gave an error of <3.0% in the determination
f copper and bismuth. From the results, it is concluded that the
ethod is free from many interferences of foreign ions.

p
m

able 3
tatistical results for comparison slope of the calibration curve of Cu(II) (1–3) and B

ample Bi(III) (ng ml−1) Cu(II) (ng ml−1) Slope (×10−3)

0.0 – 12.3 ± 0.6
10.0 – 11.5 ± 0.3
20.0 – 12.1 ± 0.3
– 0.0 35.3 ± 0.8
– 8.0 27.2 ± 0.3
– 15.0 11.1 ± 0.3
– 24.0 8.1 ± 0.4
ection and baseline correction, respectively, using standard addition method to
corresponding peak heights vs. Bi(III) concentration.

.5. Analysis of real samples
In order to study applicability of the proposed method in a
ractical analytical situation, the method was used for the deter-
ination of copper and bismuth in tap water, river water and

i(III) (4–7) in presence of different concentration of the other cation

Fexp Ftab (0.05),9,9 Spooled (×10−3) texp ttab (0.05),18

– – – – –
2.9 3.18 5.5 1.9 2.10
3.1 3.18 5.6 2.0 2.10
– – – – –
1.9 3.18 4.1 2.5 2.10
3. 3.18 3.9 2.8 2.10
1.9 3.18 4.0 2.6 2.10
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Fig. 6. (a–c) Individually show the DPSV, corresponding wavelet transform without baseline correction and baseline correction, respectively, to quantify Cu(II) in a
solution containing 8.0 ng ml−1 Bi(III). The inset figures show the corresponding peak heights vs. Cu(II) concentration.

Table 4
Recovery percentage of Bi(III)a and Cu(II)b in synthetic samples

Sample Actual (ng ml−1) Found (ng ml−1) Recovery (%)

Cu(II) Bi(III) Cu(II) Bi(III)

1 8.0 6.0 – 5.89 ± (0.24) 98.2
8.0 20.0 – 19.20 ± (0.62) 96.0

2 24.0 9.0 – 8.71 ± (0.34) 96.7
24.0 20.0 – 19.22 ± (0.57) 96.1

3 3.0 10.0 2.94 ± (0.08) – 98.0
20.0 10.0 20.28 ± (0.71) – 101.4

4 3.0 20.0 2.91 ± (0.07) – 97.0
20.0 20.0 19.84 ± (0.59) – 99.2

a Standard addition method.
b Calibration curve.
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Table 5
Interference study for determination of Cu(II) and Bi(III) under optimized condition

Species Tolerance limit

Zn(II), Ni(II), Co(II), Ba(II), Mg(II), Na+, K+, Ag+, Ca(II), Mn(III), NO3
−, SO4

2−,
Br−, Cl−, CN−, SCN−, Fe(II), Fe(III), Mo(VI), W(VI)

500

In(III), ClO4
-, Hg(II), V(III), Cr(III) 300

Al(III), Cd(II), Pb(II) 200

Table 6
Determination of copper and bismuth in real samples

Sample Found (ng ml−1) Added (ng ml−1) Found (ng ml−1) Recovery (%)

Cu(II) Bi(III) Cu(II) Bi(III) Cu(II) Bi(III) Cu(II) Bi(III)

Tap water 3.1 – 3.0 2.0 6.0 2.1 98.4 105.0
River water 7.1 0.3 3.0 2.0 9.8 2.3 97.0 99.0
Human hair1a 8.3 0.6 3.0 2.0 11.0 2.5 97.3 96.1
H 2.0
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uman hair2a 5.7 0.8 3.0

a �g g−1.

uman hair samples. The Cu(II) and Bi(III) contents in water
amples were determined after filtering without more prepara-
ion. Hair samples were digested as follow and then analyzed by
he proposed method. About 5.0 g of hair samples were washed
ith water, immersed in ethanol for 1 h and then rinsed with
ouble distilled water several times, dried at 110 ◦C and then
eighed. The samples were placed in crucible and heated grad-
ally in a furnace at 250 ◦C for 1 h and at 600 ◦C for 1.5 h and
hen cooled. They were dissolved in 2.0 ml of hot HCl (1:1), then
ransferred to a 50 ml volumetric flask, and diluted to marker.

suitable volume of samples was transferred into a cell for
etermination of copper and bismuth by the proposed method.

No bismuth was detected in water samples so they were
piked with appropriate amounts of Bi(III). The results are col-
ected in Table 6. As results show, the recoveries of spiked
amples are very good and indicate that the proposed method
s feasible for the determination of Bi(III) and Cu(II) in various

atrixes.

. Conclusion

In this paper we have shown that chromazurol-S is a useful
igand for the highly sensitive determination of Bi(III) and Cu(II)
y adsorptive stripping voltammetry on HMDE. However, cop-
er is an interfering element because, its voltammogram overlap
ith the bismuth voltammogram and this element has a matrix

ffect on bismuth determination. Cu(II) generally considers as a
ajor interference on the determination of Bi(III) by voltammet-

ic methods, since Bi(III) peak may be easily overlapped or even
hielded by the peak of copper. Therefore, it is very important to
e able to measure Bi(III) concentration in presence of Cu(II).
homsen and co-workers [14] used an excess amount of iodide

n deposition medium to overcome the interference of copper

n a chemically modified electrode. However, it is not possible
o determine copper by this method. Hajian and Shams used
ifferent concentration of ligand and accumulation potential for
equential determination of copper and bismuth [13]. Here, we

[

8.0 2.7 96.3 96.4

sed CWT to extract the individual peaks from the severe over-
apped DPSV of Bi(III) and Cu(II) without change the medium,
dding any chemical or any pretreatment of sample. The pro-
osed method, was used for determination of copper and bismuth
n the presence of each other. The best variable (wavelet filter and
ilation) was selected to obtain the best separation of voltammo-
ram and minimum detection limit. Although, a dilation range
an be selected to perform CWT but, in this study single dilation
as used to improve limit of detection for bismuth determination

nd to simplify the software have been written for deconvo-
ution of voltammograms and plotting calibration curves. The
roposed baseline correction is another way to improve sensi-
ivity and detection limit. The obtained results for real samples
nalysis show that standard addition method couple with CWT
s a very good tool for determination of Bi(III) and Cu(II) in
resence of each other.
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bstract

Advantages of using sequential injection analysis lab-on-valve (SIA-LOV) in potentiometric measurements are studied with Ca2+ sensitive
olid-contact ion-selective electrodes (SC-ISE) and pH electrode based on polyaniline (PANI). Experiments show that Ca2+-SC-ISE requires a

topped flow mode to be used in order to get longer equilibration time. On the other hand, PANI based pH electrode gives better results under flow
onditions. SIA-LOV was found to be a flexible solution handling system for potentiometric measurements. The technique gives a possibility to
ne-tune the calibration range or even recondition the electrode before every measurement without losing in linear range of calibration.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Ion-selective electrodes (ISEs) are widely used in variety of
nalytical applications [1–3]. Applications range from clinical to
ndustrial and environmental analysis and include both organic
nd inorganic ions as targets [4–6]. Conventional ISEs are based
n an ion-selective membrane containing ionophores that have
ffinity to specific ions. The membrane has to contain also some
ther components in order to allow a potential to be developed
t the membrane/sample solution interface [2]. However, this is
ot the only construction of ISE that is possible. There are ISEs
ased on conducting polymers [7] and even some conducting
olymers themselves have selectivity to certain kind of ions,
.g. polyaniline (PANI) is sensitive to pH [8,9]. PANI has three
ifferent oxidation states and the emeraldine salt (ES) form is in
H equilibrium with the emeraldine base form (EB) giving the
ensitivity to H+ ions. ES is the electrically conducting form of

ANI. The protonation process is rather reversible and therefore
ANI can be used as pH sensitive material in solid-state pH-ISE
9].

∗ Corresponding author. Tel.: +358 2 215 4420; fax: +358 2 215 4479.
E-mail address: ari.ivaska@abo.fi (A. Ivaska).
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One of the complications in conventional potentiometric
easurements is solution handling. The experiments are nor-
ally done manually and are therefore rather time consuming.
ne practical way to solve the problem with solution handling is

o use a flow injection analysis (FIA) instrument. FIA is a pow-
rful tool for many kind of solution handling problems. Modern
ersions of FIA instruments like sequential injection analysis
SIA) and lab-on-valve (LOV) are based on small volumes and
onfined spaces [10]. Therefore, they require miniaturization of
he sensing system and often also the ability to use it in a non-
ertical position. Conventional ISEs with internal solution are
ifficult to miniaturize and to use them in a non-vertical position
reate additional practical problems. However, in the concept of
olid-contact ion-selective electrode (SC-ISE) the internal ref-
rence electrode and solution have been replaced by a layer
f conducting polymer which functions as the ion-to-electron
ransducer [11,12]. By using the SC-ISE concept the electrode
an be both miniaturized and used in any position imaginable.
herefore, using SC-ISE with SIA-LOV makes an ideal combi-
ation of the methods and uses the best characteristics of both

f them.

The objective of this work is to demonstrate the use of minia-
urized all-solid-sate electrodes in potentiometric measurements
ith the SIA-LOV system.
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. Experimental

.1. Chemicals

The monomer 3,4-ethylenedioxythiophene (EDOT, trade
ame: Baytron M) was obtained from Bayer AG (D-51368, Lev-
rkusen, Germany). Poly(sodium-4-styrenesulfonate) (NaPSS)
MW ∼70,000) was obtained form Aldrich. Aniline was
btained from Baker and distilled before use. ETH 1001, ETH
00, o-nitrophenyloctylether (o-NPOE), poly(vinylchloride),
otassium tetrakis(4-chlorophenyl)borate, and KCl were
btained from Fluka. All reagents were analytical-reagent grade.
PLC grade tetrahydrofuran (THF) was obtained from lab-scan

nalytical sciences. All aqueous solutions were prepared from
istilled deionized water with resistance ≥18.2 M�.

.2. Solid-contact Ca2+ ionselective electrodes (ISE)

Solid-contact Ca2+-ion-selective electrodes were prepared
n glassy carbon (GC) electrode (diameter 1 mm) by first
epositing a poly(3,4-ethylenedioxythiphene) (PEDOT) film as
solid contact material on the GC substrate. The PEDOT film
as electrochemically polymerized by cyclic voltammetry in
eaerated 0.01 M 3,4-ethylenedioxythiophene (EDOT) solution
sing 0.1 M poly(sodium-4-styrenesulfonate) (NaPSS) (MW
70,000) as the supporting electrolyte. Electropolymerization
as performed in 20 cycles at 50 mV/s in the potential range

rom −0.2 to 0.84 V against the Ag/AgCl/3 M KCl reference
lectrode. A GC rod was used as the auxiliary electrode. Elec-
rochemical polymerization was done by using an Autolab Gen-
ral Purpose Electrochemical System (AUT20.FRA2-Autolab,
co Chemie B.V., The Netherlands) and a conventional one-
ompartment three-electrode electrochemical cell. Prior to the
lectropolymerization process, the GC working electrode was
olished with 0.3 �m alumina, rinsed thoroughly with deion-
zed water and ultrasonicated for at least 15 min. Resulting
C/PEDOT(PSS) electrodes were conditioned in a 0.1 M CaCl2

olution for at least 24 h before further use. This process was
ound to be useful to incorporate Ca2+ in the PEDOT(PSS) film.

The GC/PEDOT(PSS) electrodes were then coated with
on-selective membrane. The solutions used for cast-
ng the ion-selective membranes were 15–18% dry frac-
ion (DF) solutions in tetrahydrofuran (THF), where DF
ontained 65.5% polar plasticizer (o-nitrophenyloctylether),
2.5% polymer (poly(vinylchloride) (PVC)), 0.94% ionophore
ETH1001), 0.33% ion-exchanger (potassium tetrakis(4-
hlorophenyl)borate) (KTpClPB), 0.75 % background elec-
rolyte (ETH 500) [6]. The casting solution was applied on the
pside turned working electrodes and the solvent was evapo-
ated and a dry film was formed on top of the working electrode.
he resulting Ca2+ solid-contact ISE was conditioned in 0.1 M
aCl2 solution for at least 24 h prior to use.

The SIA-LOV experiments were carried out by injecting Ca2+
olutions with different concentrations into carrier stream of
he background electrolyte solution (0.1 M KCl). Volume of the
njected sample was 300 �L. All Ca2+ standard solutions were
lso made in the same background electrolyte solution to avoid

t
(
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ny differences in ionic strength of the sample and the carrier
olutions. Samples were delivered into the measurement cell by
ropelling the carrier solution through the SIA-LOV system. In
he stopped flow experiments sample plugs were stopped in the

easurement cell for longer equilibration times. At the end of
ach experiment the sample plug was discarded into waste.

.3. Solid-state pH electrodes based on polyaniline

Potentiometric solid-state pH electrodes were prepared on a
latinum rod (diameter 300 �m) by depositing a film of PANI on
he Pt surface. The films were deposited by cyclic voltammetry
n deaerated 0.05 M aniline solution using 1.0 M HCl as the
upporting electrolyte. The PANI film was deposited during 200
ycles at 50 mV/s in the potential range from −0.2 to 0.84 V
gainst the Ag/AgCl/3 M KCl reference electrode. A GC rod was
sed as the auxiliary electrode. Instrumentation was the same as
n the PEDOT polymerization experiment. Prior to coating, the
t working electrode was polished with 0.3 �m alumina, rinsed

horoughly with deionized water and ultrasonicated for at least
5 min. Resulting Pt/PANI electrodes were conditioned in 1.0 M
Cl solution for at least 24 h before further use.
In the pH experiments the standard solutions were made of

niversal buffer (25 mM solution of each of the following com-
onents: citric acid, KH2PO4, sodium tetraborate, Tris and KCl).
Cl or NaOH was added to adjust the pH value of the buffer

olution. Standard solutions ranged from pH 2–10. Volume of
njected sample was 300 �L. In SIA-LOV experiments the car-
ier was usually universal buffer solution with neutral pH. In
he experiments where carrier effect was considered, the carrier
olution was changed to 1.0 M HCl, universal buffer solution
ith pH = 2, or universal buffer solution with pH = 10.

.4. SIA-LOV set-up

The sequential injection analysis lab-on-valve (SIA-LOV)
et-up was configured as shown on Fig. 1. FIAlab 3000 system
from FIAlab instruments) was used as a basic solution han-
ling unit and the measurements were done in the lab-on-valve
nit (from FIAlab instruments). Both the indicator and reference
lectrodes are tailor made to fit in the canals of the LOV. The
orking electrode is placed in the canal adjacent to the sample

nlet in order to have the best contact with the sample. The refer-
nce electrode is placed next to the outlet from LOV and should
lways be placed upstream from the working electrode to avoid
isturbances from the leaking electrolyte. The inlet and outlet
f the measurement cell were electrically grounded to avoid the
treaming potential buildup. Potentials were measured with a
onventional potentiometer.

. Results and discussion

.1. Ca2+ solid-contact ISE
Preliminary experiments with Ca2+ ISEs in SIA-LOV showed
he importance of using grounding of the measurement cell
see Fig. 1) due to buildup of streaming potential. It was also
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Fig. 1. Experimental set-up of the SIA-LOV instrum

ound that although the primary response (3 s to reach 90%
ignal) to Ca2+ was fast, it still required longer time to reach
he equilibrium potential. Continuous flow did not allow proper

quilibration and moreover, the baseline of continuous flow
easurements was not stable either. Stopped-flow technique,

owever, showed good reproducibility and reasonable linear
ange (see Fig. 2) as this technique gives ion selective mem-

ig. 2. Calibration curve of the Ca2+ sensitive SC-ISE in the SIA-LOV system.
A) Shows the time series of experiments with different concentrations and (B)
esulting in linear calibration graph. Sample size was 300 �L, carrier solution
as 0.1 M KCl and stopped flow regime was used.
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rane enough time for reaching equilibrium with the sample
olution.

In the sequence of stopped flow experiments the measurement
ell was washed with the carrier electrolyte in the beginning of
ach measurement cycle. The syringe was filled with carrier
olution, syringe valve position was changed toward the LOV
nd the sample was aspirated into the holding coil through the
ample port. Next, the LOV port was changed to the measure-
ent cell position and the sample was pushed from holding

oil into the cell. Flow was stopped at the moment when the
aximum signal (concentration) was reached (this had earlier

een determined with a trace curve) and was then kept sta-
ionary for 4 min. Finally the sample was pushed into waste to
mpty the cell for next cycle. The resulting response of Ca-ISE
as slightly subnernstian (with the slope of 25.0 mV/decade).
he linear calibration range extended from 10−1 to 10−4 M,
hich does not deviate much from the range achieved in batch
easurements with conventional Ca-ISEs. The sampling rate in

his study was 10 samples/hour but the maximum rate would be
0 samples/h.

.2. Solid-state pH electrode

The PANI based solid-state pH electrode measurements in
he stopped flow system did not show the same stable response
s the measurements with Ca-ISEs. Although the PANI-pH elec-
rode showed fast response on the sample solution entering into
he cell, the signal, however, started to decrease when the flow
as stopped. This is obviously due to formation of a deple-

ion layer near the PANI membrane as H+ ions are consumed
n the reaction between the PANI membrane and the sample
olution. Unlike Ca-ISE though, it showed a well-developed
esponse under the continuous flow conditions (Fig. 3). This can
e attributed to the different potential formation mechanisms in
he two electrodes studied. In both cases the potential is formed
ue charge separation at the solution/membrane interface. In the

ANI-pH electrode the change in pH at the surface of the mem-
rane results in a fast change in the pH controlled emeraldine salt
ES)–emeraldine base (EB) equilibrium in the surface region of
he PANI membrane whereas the response in the Ca-ISE is due
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Fig. 3. Calibration of pH sensitive SC-ISE in SIA-LOV system. (A) Shows the
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Fig. 4. Calibration of PANI pH electrode in SIA-LOV system with basic
(pH = 10) buffer as a carrier solution. The squares show concentrations that fall
into linear region with supernernstian slope and the circles concentrations that
fall into linear region with subnernstian slope. Sample size was 300 �L, carrier
solution was basic (pH = 10) universal buffer and continuous flow regime was
used.

Fig. 5. Calibration of PANI pH electrode in SIA-LOV system with acidic carrier
s
w
u

3
F
m
t
o
s
p
i
t
c
i
i
i
d
1

imeseries of the experiment and (B) resulting linear calibration graph. Sam-
le size was 300 �L, carrier solution was neutral (pH = 6) universal buffer and
ontinuous flow regime was used.

o the equilibrium between Ca2+ in the ionophore complex in
he membrane and in the solution phase.

.3. Effect of the carrier

In the continuous flow measurements with the PANI-pH elec-
rode it was noticed that the linear part of the calibration curve
nd its upper and lower limits varied depending on the pH of
he carrier solution. In the cases when the buffer solution with
ow pH (pH = 2) was used as the carrier the linear range shifted
o lower pH values as well. In the cases when the buffer solu-
ion with midrange pH (pH = 6) was used the linear range was
ongest and in the middle of the pH scale. Cases when alkaline
uffer was used as the carrier solution (pH = 10) rendered two
inear ranges—one with subnernstian (40.6 mV/pH) and other
ith supernernstian (69.8 mV/pH) slope value (Fig. 4). Further-
ore, when acidic carrier solution (buffer with pH = 2 or 1.0 M
Cl) was used it was noticed that the peaks did not have a normal
lateau type shape that is expected when large sample volumes
ere used, i.e. quasi steady state response was reached. In fact,

he larger was the difference in pH between the sample the carrier

olution the more a peak shape response was observed. It was
lso noticed that the response peaks at higher sample pH values
id not reach a plateau at all but rather the signal kept rising till
he end of the sample plug. Volume of the injected sample was

4

a

olution (1.0 M HCl) using the slope of the peak as a parameter. Sample size
as 300 �L, carrier solution was 1.0 M HCl and continuous flow regime was
sed. The inset shows slope determination from the peak.

00 �L. Therefore, each peak had different final rising slope (see
ig. 5. insert), specifically in the higher pH region. The exact
echanism of signal formation is not clear yet. The response

ime of the PANI electrode is rather fast, about 1 s to reach 90%
f the steady state signal, and therefore we can assume that the
hape of the peak is entirely due to dispersion of the sample
lug. The final slopes of the increase in the response, change
n potential in time, were calculated. When the final slopes of
he peaks were plotted against the corresponding pH values the
alibration curve given in Fig. 5 was observed. This shows that
t is possible to use the kinetics of the response as a parameter
n order to prolong the linear range of the measurements. This
s made possible by the high reproducibility of the solution han-
ling in the SIA systems. The sampling rate in this study was
6 samples/h but the maximum rate would be 30 samples/h.
. Conclusions

It was shown that SIA-LOV as the solution-handling
nd automation system gives additional possibilities in
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otentiometric measurements compared with the conventional
atch method. Ca-SC-ISE used in the system showed similar
inear range as that of the conventional method but with mini-

ized work and higher sample throughput. Although the stopped
ow method had to be used in order to obtain better results the
easurement time is still in the same time span as in the case

f conventional method where at least couple of minutes are
eeded to reach a stable potential reading. Furthermore, in the
ase of SIA-LOV the sample intake and cell washing stages of
he experiment can also be used to recondition the Ca-SC-ISE.
hus every following sample is measured by a freshly recon-
itioned electrode that further equalizes the starting-point for
ach sample and minimizes the possibility for hysteresis in the
easurements.
In the case of PANI based pH electrode the advantages are

ven more obvious with measurements in the continuous flow
ystem. Similarly to Ca-SC-ISE, sample intake and cell washing
tages of the experiment can be used to recondition the electrode
n the original conditioning solution or condition it in the carrier
olution for some specific pH range. By choosing 1.0 M HCl
s the carrier solution the PANI sensor can be reconditioned
etween each measurement to its original electronic state. Fur-
hermore, the carrier solution can be chosen with the specific
H value that falls in the middle of the pH range of interest thus
aximizing the performance in that range.
Further, experiments showed that reconditioning the PANI

H electrode between each sample with the original condition-
ng solution (1.0 M HCl) rendered peaks with a different final
lope. When that slope was plotted against pH it showed a linear
elationship. Therefore, it may also be used as a parameter to
xtend the linear region of the PANI pH electrode.
Reproducibility of the measurements was 2–5% with both
a2+ electrodes and pH(PANI) electrodes when done with phys-

cally different electrodes but prepared with the same procedure.
epeatability of the electrode signal between different injections

[
[

[

a 71 (2007) 160–164

as about 1%. These results show that potentiometric measure-
ents can well be used with the SIA-LOV technique.
As demonstrated in this work all-solid-state electrodes can

onveniently be used in the SIA-LOV system. Use of conven-
ional ISEs would be more difficult and very unpractical. In
eneral it can be stated that one of the main advantages of using
he SIA-LOV in potentiometric measurements is the increase
n the sample throughput compared with the conventional batch

easurement system.
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bstract

A poly(vinyl alcohol) film cross-linked with glutaraldehyde (PVA–GA) was introduced to the surface of a tyrosinase-based carbon paste electrode.
he coated PVA–GA film was beneficial in terms of increasing the stability and reproducibility of the enzyme electrode. The electrode showed
sensitive current response to the reduction of the o-quinone, which was the oxidation product of phenol, by the tyrosinase, in the presence of
xygen. The effects of the PVA and PVA–GA coating, the pH, and the GA:PVA ratio on the current response were investigated. The sensitivity of

he PVA–GA–Tyr electrode was 130.56 �A/mM (1.8 �A/�M cm2) and the linear range of phenol was 0.5–100 �M. At a higher concentration of
henol (>100 �M), the current response showed the Michaelis–Menten behavior. Using the PVA–GA–Tyr electrode, a two-electrode system was
ested as a prototype sensor for portable applications.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Phenol and substituted phenols are widely generated and used
n many industries. Due to their toxicity, analytical methods,
uch as liquid chromatography, gas chromatography, and capil-
ary electrophoresis, were developed to measure them [1–3].
hese methods are sensitive and specific but expensive and

ime-consuming. Using an electrochemical biosensor, however,
t is possible to detect them selectively and rapidly, since
t is working at a relatively low potential compared to the
irect amperometric detection [4] and at a low cost of prepa-
ation and storage with the potential for miniaturization and
utomation. Many types of tyrosinase (Tyr) electrodes have
een studied for a long time to prepare a phenol-detecting
ensor in a wide variety of matrices, including carbon paste

3,5–10,17,18], nafion membrane [11], PVI-Os redox hydrogel
12], graphite [13], conducting polymers [14,15], and biopoly-
ers [16].

∗ Corresponding author. Tel.: +82 62 970 2435; fax: +82 62 970 2434.
E-mail address: shmoon@gist.ac.kr (S.-H. Moon).

w
t

i
a
s
w

039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.03.031
Phenol

One of them, the carbon paste electrode, has many advan-
ages, such as fast-charge transport and reasonable sensitivity,
pecificity, easy-to-handle, and durable detection and measure-
ent of phenol and several p-substituted phenols [6,7]. More-

ver, renewal and modification of the surface are easy, and the
dhesion of the coating can be completed without difficulty [8].

There have been previous reports on the construction and
peration of carbon paste electrodes for the enhancement of
lectrode performance. Marko-Varga et al. investigated the effect
f the use of various oils, such as mineral, paraffin, and silicon
5]; Lutz et al. studied the addition of polymeric and small-
olecular-weight compounds [9]; Lindgren et al. researched on

he use of redox mediators [10]; and Wang et al. investigated
he effects of short-chain hydrocarbon-binding liquids on the
lectrodes [6]. Moreover, Rogers et al. modified the electrodes
ith respect to the effect of the relative polarity or viscosity of

he carbon paste electrode binders [3].
The main disadvantage of carbon paste electrodes, however,
s their lack of stability, especially when they are exposed for
longer period or in the presence of organic solvents in the

olution. To overcome this problem, the composite materials
ere modified with various polymeric materials, such as epoxy
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esins [17], silicone [18], Teflon [19], and polypyrrole [20], but
hey are complicated to prepare and handle and have a possibility
o deactivate the enzyme activity and less wide detecting range
han bare carbon paste electrode. Moreover, there are problems
f the storage stability of the carbon paste electrodes as well as
heir working stability [5].

Poly(vinyl alcohol), a hydrophilic polymer, is frequently used
n biomedical applications and protein immobilization. Besides
ts hydrophilicity, it forms hydrogels that are biocompatible and
on-toxic. Due to its low price, easy availability, and chemi-
al properties, it is applied in large areas [21]. It has a high
welling index, however, and it dissolves readily in water when
ot cross-linked [22]. This problem was solved with the use of �-
ays [22] and glutaraldehyde (GA) [23]. In this study, PVA was
ross-linked with GA, after which the cross-linked PVA–GA
lm was introduced to the Tyr-based carbon paste electrode
PVA–GA–Tyr electrode) to modify and protect the electrode
urface and to improve its storage and working stability. The
VA–GA–Tyr electrode was compared with a bare Tyr elec-

rode and a PVA–Tyr electrode, and cyclic voltammetry (CV)
nd amperometry were measured to investigate the electrode
erformance and the enhanced stability.

. Experimental methodology

.1. Materials

Tyrosinase (Tyr, from mushrooms, EC 1.14.18.1,
0,000 units/mg), graphite powder, ferrocenemonocarboxylic
cid, and mineral oil were used to prepare the carbon paste.
oly(vinyl alcohol) (PVA), glutaraldehyde (25 wt%), and 0.1 M
2SO4 were used to make a PVA–GA film. A phosphate buffer

olution (PBS, 0.1 M, pH 7) was prepared with Na2HPO4
nd NaH2PO4 as the electrolytes. All the chemicals used in
his study were analytical reagent grade and were supplied by
igma–Aldrich (USA). All the solutions were prepared with
illi-Q water (18 M�). The test solutions were saturated with

xygen by aeration.

.2. Electrode preparation

The electrode materials were prepared by mixing tyrosinase,
raphite powder, ferrocene–ormosil (organically modified sili-
ate) powder [24], and mineral oil at a predetermined weight
atio. The ferrocene–ormosil powder was made following; first,
ethanol, 0.01 M HCl, methyltrimethoxysilane (MTMOS), 3-

minopropyltrimethoxysilane (APTMOS), and ferrocene was
ixed and then kept at room temperature for 24 h. After solid-

fying, the ferrocene–ormosil was grounded. In this procedure,
he ferrocene was coated by ormosil layer and increased sta-
ility due to lower solubility while preserving the function as
n electron transfer mediator. The mixed electrode material was
mmersed in the hole of the electrode body (BAS MF2010, diam-

ter = 3 mm, USA), and the electrode surface was polished with
weighing paper. Then the electrode was stored overnight at
◦C. PVA (0.5 g) was dissolved in 5 mL of distilled water by
eating while it was stirred. When its color became transparent,

d
c
o
a

ig. 1. Configuration of the Tyr-based carbon paste electrodes and electrode
aterials: (a) the bare Tyr electrode, (b) the PVA–Tyr electrode, and (c) the
VA–GA–Tyr electrode.

he heating was stopped and 1 mL of 0.1 M H2SO4 and 1.5 mL of
A (25 wt%) were added to the PVA solution, then the solution
as mixed well and cooled to room temperature. Afterwards,

he electrode surface was coated with 10–30 �L of the PVA–GA
olution and solidified for one day at 4 ◦C. The configuration of
he prepared Tyr electrodes and the structure of the cross-linked
VA [14] are shown in Figs. 1 and 2, respectively.

.3. Electrochemical measurements

Electrochemical experiments were performed with a
GSTAT30/GPES system (Autolab, The Netherlands) and
icoammeter (M 6487, Kiethley, USA). A three-electrode cell
quipped with a platinum wire counter electrode, a silver/silver
hloride (Ag/AgCl, model RE-1, BAS) reference electrode, and
he prepared Tyr electrode as the working electrode was used
or all the electrochemical experiments. A two-electrode sys-
em was operated with the prepared Tyr and reference electrode.
he effective area of the working electrode was 0.07 cm2. All

he experiments were performed at room temperature in 0.1 M
BS (pH 7) as the background electrolyte. The amperometric
xperiments were performed at an applied potential, which was
nvestigated from the cyclic voltammetry measurement under
ell-mixed conditions. Before each measurement, the solution
as saturated with oxygen by aeration.

. Results and discussion

.1. Current response of the bare Tyr electrode

Using the bare Tyr electrode, a cyclic voltammetry measure-
ent was conducted with 1 mM of the phenol solution. As shown

n Fig. 3, an anodic peak and a cathodic peak of phenol were
bserved at 0.9 and 0.2 V versus NHE, respectively. When phe-
ol was added to the air-saturated PBS (0.1 M, pH 7), it was

iffused to the electrode and oxidized not only by electrochemi-
al reaction but also by enzymatic reaction. The electrochemical
xidation of phenol occurred at 0.9 V versus NHE (Epa), and the
nodic peak current (Ipa) was linearly correlated with the (scan
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Fig. 2. Structure of the GA-cro
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ig. 3. Cyclic voltammograms of the bare Tyr, PVA–Tyr, and PVA–GA–Tyr
lectrodes with 1 mM phenol to air-saturated PBS (0.1 M, pH 7) at 25 mV/s.

ate)1/2, which indicates the diffusion limitation phenomenon

data not shown). The enzymatic oxidation was identified with
he appearance of the cathodic peak, which was due to the reduc-
ion of oxidized product through enzymatic reaction, at 0.2 V
ersus NHE (Epc). The reaction mechanism is shown in Fig. 4.

ig. 4. Reaction mechanism for the enzymatic oxidation of phenol and catechol
y tyrosinase and its coupling to an electrode.
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ss-linked PVA and Tyr.

n the first step, tyrosinase oxidizes phenol, which is diffused
nd reaches the electrode surface in the presence of molecu-
ar oxygen, which forms catechol. Then the catechol is in turn
urther oxidized to o-quinone by tyrosinase. It is known that
he o-quinone is electrochemically active and can be efficiently
educed at a low potential (close to or below 0.24 V versus
HE) [25,26]. Moreover, this paves the way for the recycling
f catechol and gives rise to the amplification of the signal. The
iberated o-quinone is reduced to catechol, which is oxidized
gain by Tyr, and a cathodic peak current (Ipc) is generated at
pc. Therefore, using this cathodic current, the phenolic sub-
tance can be detected. In addition, a cathodic peak appeared at
0.2 V versus NHE and it was found for the bare carbon paste

lectrode also (data was not shown), implying that the peak was
rrelevant to the enzyme reaction.

Based on the reaction mechanism, the current response of
he bare Tyr electrode to the addition of phenol was measured
hile stirring and applying a cathodic peak potential (0.2 V ver-

us NHE). The calibration curve in the phenol concentration is
hown in Fig. 5(a). After 1 week, a much higher current value was
easured and unstable behavior was observed. It was thought

hat the large surface area was exposed to the solution with the
oss of the binder (mineral oil) due to its continuous use, and
hat consequently the loose carbon material (graphite powder)
llowed to pass more current due to the lower impedance.

.2. Current responses of the PVA–Tyr electrode

In the case of the bare Tyr electrode, there was less stabil-
ty and reproducibility with the absence of a protected layer on
he electrode surface to prevent the exposure of the excess elec-
rode surface. To protect the electrode surface and to increase
ts stability, the poly(vinyl) alcohol (PVA) film was introduced.
ig. 3 shows the cyclic voltammograms of the PVA–Tyr elec-

rode with 1 mM of the phenol solution. Similarly, the redox
eak of phenol was observed at the same potential as that of the
are Tyr electrode but with a lower peak current. This was due

o the presence of the PVA layer. After the PVA coating, there
as a limitation in the mass transfer of phenol, and less phenol

eached the electrode surface. Thus, a lower peak current value
as obtained. To investigate the effect of the PVA coating and its
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Fig. 5. Calibration curves of the: (a) bare Tyr electrode, (b) PVA–Tyr electrode,
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nd (c) PVA–GA–Tyr electrode upon successive additions of phenol to air-
aturated PBS (0.1 M, pH 7) at 0.2 V vs. NHE (the numbering means 1 day, the
alibration curves were measured at least three times a day).

esponse to the addition of phenol, its current response was mea-

ured using amperometry, with successive additions of phenol.
ig. 5(b) shows the calibration curve that was obtained from the
mperometric experiments. As shown in the figure, there was a
table current response for three days. Afterwards a higher cur-
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ent value was obtained for the same concentration of phenol.
t was assumed that the coated PVA film was damaged and the
urface of the carbon paste electrode was exposed. The result is
oincident with the cyclic voltammograms in Fig. 3, showing the
urrent differences in Ipc for the three types of electrodes, bare,
VA coated, and PVA–GA coated Tyr electrode at the 1 mM of
henol.

.3. Current responses of the PVA–GA–Tyr electrode

Due to the high swelling index of PVA, it has weak mechan-
cal strength and is dissolved readily in water when not cross-
inked [21]. Thus, PVA was cross-linked with the use of glu-
araldehyde, after which the enzyme electrode was coated with
he cross-linked PVA solution. Using the PVA–GA–Tyr elec-
rode, a cyclic voltammogram was obtained with the phenol
olution, and the redox peaks were obtained at the same poten-
ial values as those of the bare and PVA-coated Tyr electrodes
Fig. 3). Compared with the bare Tyr electrode, a much lower
urrent flow and little discrepancies were obtained with the
VA–Tyr electrode. This implies that the mass transfer resis-

ance of PVA layer existed, but there was no significant dif-
erence between PVA and cross-linked PVA layers. Also the
yr activity did not decrease, although GA (the cross-linking
eagent) is known to be toxic for some enzymes. There were
ewer discrepancies in the cathodic peak currents than the anodic
eak currents for the three types of Tyr electrodes. As discussed
reviously, the anodic peak current was due to the direct electro-
hemical oxidation of phenol and depended on the mass transfer,
hile the cathodic peak current was due to the reduction of the
xidized product of phenol by tyrosinase, and that the mainly
ontrolling parameter was the enzyme activity. Therefore, at Epc,
he limiting parameter was the enzyme reaction and the differ-
nce in Ipc was relatively smaller than Ipa although the PVA film
as coated.
To examine the performance of the PVA–GA–Tyr electrode,

ts current response was measured with the addition of phe-
ol at a constant potential (Epc = 0.2 V versus NHE), which
as determined from the CV tests. The calibration curve of

he PVA–GA–Tyr electrode in the phenol concentration range
f 0.5–100 �M is shown in Fig. 5(c). The linear range of the
VA–GA–Tyr electrode was almost the same as those of the
are and PVA–Tyr electrodes. The current response was stable,
owever, and the linear range did not change within 1 week of
ontinuous use. Therefore, the results revealed that the stabil-
ty of the Tyr electrode was significantly improved after it was
oated with the PVA–GA film.

.4. Effects of the GA:PVA ratio on the current response of
he TYR electrode

When PVA was cross-linked with GA, it no longer easily
issolved in water, improving the stability of the PVA-coated

yr electrode. Although GA would improve the enzyme sta-
ility, GA could inhibit the enzyme activity due to its toxic-
ty. To investigate the effect of cross-linking and to determine
ts optimal content, PVA films with three different GA con-
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ig. 6. Relative current response of the PVA–GA–Tyr electrode to 1 mM phenol
n 0.1 M PBS of various GA:PVA ratios.

ent were prepared and used to coat the Tyr electrode. The
ffect of the ratio of GA:PVA on the current response of the
VA–GA–Tyr electrode is shown in Fig. 6. The optimal current
esponse was observed at the ratio of GA:PVA 0.5. Under the
ondition, the inhibition of GA on the enzyme electrode was
inimized.

.5. Sensitivity and linear range of the PVA–GA–Tyr
lectrode

Based on the GA:PVA ratio and the voltammetric and amper-

metric experiments, the PVA–GA–Tyr electrode was prepared
nd the current responses were obtained. Table 1 shows a com-
arison of the performance of the Tyr-based carbon paste elec-
rodes for phenol detection in this and previous studies. The

i
f
a
t

able 1
yrosinase-based modified carbon paste electrodes

omposition of paste Sensitivity Detection limit

�A/mM �A/�M cm2

raphite powder, mineral oil,
Fc-ormosil

130.56 1.8

raphite powder, nujol oil,
polypyrrole

3.13

raphite powder, light mineral
oil, poly(40vinylpyridine)

uthenium on carbon, mineral
oil, octadecylamine

raphite powder, mineral oil 77
raphite powder, epoxy resin 0.01 0.96 �M

raphite powder, paraffin oil,
colloidal gold

12.3 6.1 nM (at 3σ)

raphite powder, paraffin oil,
magnetic MgFe2O4

nanoparticles

54.2 0.6 �M

arbon paste/sol–gel 1.28 × 103
71 (2007) 129–135 133

ensitivity of 130.56 �A/mM (1.8 �A/�M cm2) is greater than
he values reported earlier, as shown in Table 1, except a pre-
ious study [20], while the electrode used in this study has the
ider linear range. It was thought that the increase in sensitivity

esulted from the presence of ferrocene–ormosil as an elec-
ron transfer mediator, and the wider in linear range resulted
rom covering the cross-linked PVA layer and/or increasing
tability of enzyme. When the concentration of phenol was
igher than 100 �M, the amperometric responses of both the
are Tyr and PVA–GA–Tyr electrodes exhibited characteris-
ics of the Michaelis–Menten kinetic mechanism. The appar-
nt Michaelis–Menten constants (Kapp

M ) of the bare Tyr and
VA(–GA)–Tyr electrodes were about 70 and 50 �M, using phe-
ol as the substrate (Fig. 5). The Kapp

M values are lower than
hat for the free enzyme in the solution (=700 �M). This behav-
or may be due to an electroenzymatic recycling phenomenon
hat gives rise to the decrease in the apparent Michaelis con-
tant of the entrapped enzyme [27,32]. The Kapp

M value is also
ower than the 133, 168, and 245 �M values found for the
yrosinase-based carbon paste electrode with different binders
6,27]. This was due to the interaction of some factors, such
s the diffusional constraints of the substrate and the oxygen,
he enzyme activity in the carbon paste, and ferrocene–ormosil
27].

.6. Stability of enzyme electrodes

After 20 days, it retained 90% of the initial current response.
he current response was almost the same even after 1 week,
ndicating that the PVA–GA–Tyr electrode can be operated
or a longer period than suggested in previous studies. It was
ssumed that not only the protecting PVA–GA layer but also
he ferrocene–ormosil and/or the cross-linked Tyr contribute

Linear range Stability Reference

0.5–100 �M 7 day (continuous use) This study

(0.5–10 ppm) 90% after 20 days

∼20 �M 80% after 1 month [20]

14 ppb to 2.5 ppm [28]

0.8–80 �M [29]

∼100 �M Flow cell system, [3]
∼300 �M 70–75% after 15 days Flow injection analysis,

[10]
4–48 �M 90% after 20 days [27]

1–250 �M 92, 85, and 70% after 10,
20, and 30 days,
respectively

[30]

0.4–20 �M 50% after 15 days [31]
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ig. 7. (a) Current responses of the PVA–GA–Tyr electrode in a two-electrode
ystem and (b) one-point recalibration curve.

he increased stability. The ferrocene–ormosil is the coated fer-
ocene with ormosil, which was formed by sol–gel reaction of
ilanes, and has less solubility. So it acts as an electron transfer
ediator for a longer period. Also in the course of coating of
VA–GA layer, the Tyr might be cross-linked, and the stability
as enhanced.

.7. Two-electrode system

Using a two-electrode system equipped with the
VA–GA–Tyr and reference electrode, the current response
as measured with the addition of phenol, which is more
ortable and appropriate to field application. Similarly with a
hree-electrode experiment, a current was measured with the
ifferent concentrations of phenol under the constant potential
n the presence of flow. The current responses and one-point
ecalibration curves based on 27 �M for 8 days were presented
n Fig. 7(a and b), respectively. From the results, it was found
hat the prepared Tyr electrode works reasonably under 30 �M
nd that the application of the prepared Tyr electrode to a
wo-electrode system as a portable sensor in feasible.
. Conclusions

It was demonstrated that the coated PVA film, which was
ross-linked with GA, improved the stability of the enzyme elec-

[

[

71 (2007) 129–135

rode in the preparation of the tyrosinase-based carbon paste
lectrode. The PVA–GA–Tyr electrode showed a sensitive cur-
ent response to the reduction of the oxidation product of phenol
y the immobilized tyrosinase in the presence of dissolved O2.
he optimal pH and GA:PVA ratio was identified through the
easurement of the current response. Although the coated PVA
lm act as a protecting layer, the influence of the layer on the
erformance was negligible due to its hydrophilicity. Also it was
ested in a two-electrode system for more portable and practical
pplications.
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bstract

An on-line preconcentration procedure for the determination of manganese using flow-injection approach with flame atomic absorption
pectrometry as a detection method is described. The proposed method is based on the complexation between Mn(II) and 5,10,15,20-tetrakis(4-
arboxyphenyl)porphyrin (TCPP). Two approaches were investigated for enrichment of manganese; the formation of Mn–TCPP complex in a
olution followed by its retention on a sorbent and the sorption of manganese ions onto the TCPP-modified resin. The best results was obtained
or the first approach when 10−5 M reagent was on-line mixed with an aqueous sample solution and passed through the microcolumn packed with
nion-exchange resin Amberlite IRA-904 for 5 min. The sorbed complexes were then eluted with 0.5 ml of 2 M HNO3. A good precision (2.2–3.1%
.S.D. for 50 �g l−1 manganese) and the enrichment factor of 30 were obtained with the detection limit of 12 �g l−1 for 5 min loading time. The
nterference of anions and cations has been studied to optimize the conditions and the method was applied for determination of manganese in
atural water samples. The results obtained by FI–FAAS and ETAAS (as a reference method) were not statistically different for a significance level
f 0.05.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The determination of manganese in natural water samples
s of great importance in environmental chemistry. It helps
o elucidate the biochemical cycles in which this element is
nvolved such as bioaccumulation in living organisms, burial
nto sediments as well as adsorption–desorption equilibria with
olloidal and suspended particles [1]. Manganese is very sen-
itive to redox conditions and is relatively mobile. In aerated
onditions, the thermodynamically stable form is Mn(IV) as
olloidal oxo-hydroxide. However, in the estuaries permanent
xygenated conditions are not presented and by consequence
n(II) could be also occur as the long-lived metastable form.

he iron–manganese–aluminum colloids can act either as effi-

ient trap for metal ions from the solution phase, or as a source of
oluble manganese. It was found that about 80% of manganese
n pond and groundwater samples was in dissolved fraction that

∗ Corresponding author. Tel.: +48 22 8220211; fax: +48 22 8223532.
E-mail address: kryspyrz@chem.uw.edu.pl (K. Pyrzynska).
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as passing through a membrane filter of 0.05 �m pore size
2,3]. According to the elaborated “in field” procedure, the dis-
olved manganese part in river water was in the range of 5–14%
4]. The requirements for manganese speciation and the analyti-
al methods applied to such studies have been recently presented
y Pearson and Greenway [5]. Although manganese has rela-
ively low toxicity, in chronic overdose or moderate exposure
ver an extended period, Mn compounds are neurotoxic sub-
tances that target the central nervous system [6].

Although the sensitivity of analytical methods has increased
n recent years, the routine determination of trace manganese in
omplex media is still difficult. The preliminary step is gen-
rally required for enrichment and elimination of interfering
ons [7,8]. Several authors have chosen solid phase extrac-
ion due to its specificity and high preconcentration factors.
minodiacetic resin [9], Chrome-Azurol-S-loaded resin [10],
-hydroxyquinoline immobilized on controlled-pore glass [11]

s well as microorganism Agrobacterium tumefaciens immo-
ilized on Amberlite XAD-2 [12] have been used as a solid
hase. The alternative procedures, based on the solid phase
xtraction of manganese complexes with Eriochrome Black T
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M. Knap et al. / Tal

13], 2-(5-bromo-2-pyridylazo)-5-diethylaminophenol [14] and
,7-dichlorooxime [15] have been also investigated. Abollino
t al. [16] proposed a procedure for speciation of manganese
ased on the retention of metal species onto a cation or anion
xchange resin. Recently, on-line electrochemical preconcen-
ration of manganese for its determination in urine samples has
een proposed [17].

In this paper, an on-line preconcentration procedure for the
etermination of manganese using flow-injection (FI) approach
ith flame atomic absorption spectrometry (FAAS) as a detec-

ion method is described. The system combining FI with on-
ine preconcentration is very effective in enhancing the sen-
itivity and selectivity of trace metals determination in sam-
les with complex matrices. On-line procedures have also the
dvantage of working in closed systems, thereby reducing
ontamination of the samples due to the laboratory environ-
ent. Only a few paper describe the coupling of flow-injection

ystem to FAAS method for preconcentration and determina-
ion of Mn(II) [11,15,17] The proposed method is based on
he complexation between Mn(II) and 5,10,15,20-tetrakis(4-
arboxyphenyl)porphyrin (TCPP). Different approaches were
nvestigated for enrichment of manganese; the formation of

n–TCPP complex in a solution followed by its retention on
sorbent and the sorption of manganese ions onto the TCPP-
odified resin.

. Experimental

.1. Reagents and materials

Analytical reagent-grade chemicals were used as well as
eionised water from a Milli-Q-system. Standard solutions
f manganese were prepared by the appropriate dilution of
000 mg l−1 of a stock solution from Merck. 5,10,15,20-
etrakis(4-carboxyphenyl)porphyrin (TCPP) from Fluka was
sed without further purification.

The macroporous anion-exchange resin Amberlite IRA-904
50–100 mesh) from Bio Rad Laboratories was applied to pre-
are the microcolumns.

Buffer components were of analytical grade and used without
urther purification. The phosphate buffer (0.05 M) was used for
H 6–8 and borate buffer (0.05 M) for pH 8–10.

.2. Apparatus

A Perkin-Elmer 3110 atomic-absorption spectrometer
quipped with a deuterium background corrector utilised the Mn
79.5 nm line. An air–acetylene flame was adjusted according to
he manufacturer’s recommendation. Time-resolved absorbance
ignals of the elution peaks were displayed on the monitor and
rinted together with the peak height values (evaluation of the
pectrometer was operated with a time contact of 1 s).
.3. Procedures

The FI systems used, shown schematically in Fig. 1, consisted
f an Ismatec MS/4 Reglo peristaltic pump, two Rheodyne RH

a
A
o
i

Fig. 1. FI manifolds used for on-line preconcentration of Mn(II).

020 low-pressure injection valves and a microcolumn man-
factured from a pipette tip (the ends of which were fitted
ith cotton to retain the sorbent in the tube). The microcol-
mn (packed with 200 mg of sorbent) was integrated into the
ystem between the eluent injection valve and the nebulizer of
he instrument. It was initially washed with 2 M HNO3 and
eionised water before use. PTFE tubes (0.8 mm i.d.) were
mployed for the coils. The flow system was operated in the
ime-based mode and deionised water served as the carrier
tream.

Two different approaches were applied for the preconcentra-
ion step. In the first one (Fig. 1A) a sample was mixing with
CPP and buffer in the manifold followed by retention of the

ormed Mn–TCPP complex for selected interval time. In the sec-
nd approach a sample was pumped through the microcolumn
acked with Amberlite IRA-904 loaded with TCPP (Fig. 1B). In
ll cases after preconcentration step, the first injection valve was
witched to its other position and 0.5 ml of 2 M HNO3 solution
as injected by means of a second valve in order to release man-
anese directly into the nebulizer of the spectrometer. Finally, the
lank carrier (deionised water) was passed through the micro-
olumn for 30 s (at 6.8 ml min−1) in order to prepare it for the
ollowing sample loading.

. Results and discussion

Porphyrin nucleus are macrocyclic ligands and metal com-
lexation takes place through the nitrogen atoms [18]. Our stud-
es on complexation reaction between TCPP and some metal
ons [19] showed that this ligand forms with Mn(II) the nega-
ively charged complex with 1:1 molar ratio. The presence of
he carboxylic groups, located apart from the coordination site,
llows the retention of the Mn–TCPP complex as well as a lig-

nd alone on a microcolumn packed with anion-exchange resin.
dditionally, the �–� interactions between aromatic structure
f the resins matrix and chelating agent molecule has to be taken
nto consideration.
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ig. 2. Effect of pH on analyte response for different loading times (0.6 �g l−1

n solution).

.1. Chemical and flow optimization

The pH value of the medium is one of the most important
actors controlling the limit of metal ions sorption, because
ydrogen ions compete with metal ions in the complex forma-
ion reaction. In order to determine the optimum conditions of
anganese sorption, the pH conditions were examined using
anifold shown in Fig. 1A. A time-based system was applied

or used FI configuration because it is more flexible as time
an be changed in order to load desired amount of analyte onto
he microcolumn. The sample solutions containing 0.6 mg l−1 of

n(II) and TCPP (1 × 10−5 M) were adjusted to the appropriate
H with phosphate or borate buffers and were passed through the
icrocolumns packed with Amberlite IRA-904 resins (200 mg)

or selected interval time. Fig. 2 shows the effect of pH on man-
anese absorbance signal for different loading times. The best
inearity of response (r2 = 0.9964) was observed up to 5 min
f loading time for sample pH of 10. The observed relation-
hip means that retention of manganese complex is constant.
he adjustment of the sample pH to the optimum value can be
chieved by using TCPP solution with 0.05 M borate buffer.

The effect of porphyrin concentration (in 0.05 M borate
uffer) was investigated. The results showed that the absorption
ignal for 1.2 �g of manganese increased when the concentra-
ion of TCPP was increasing up to 10−5 M, since the equilibrium
as shifted toward complex formation. The variation in the

bsorbance signal along with a further increase in the ligand
oncentration was negligible.

The changes in a flow rate during preconcentration step
etween 0.6 and 3 ml min−1 (15 ml of a Mn standard of
00 �g l−1) resulted in very small variations in measured sig-
al (Fig. 3). At higher flow rates, the analytical signal decreased
wing to short resistance time of the sample, which resulted in an
ncomplete retention of manganese. In further study for sample

nd TCPP solutions flow rates of 3 ml min−1 were applied.

Elution of preconcentrated manganese ions could be done by
reaking the metal-chelate bond using mineral acids. 500 �l of
M nitric acid was more sufficient than similar volume of HCl

o
1
5
e

ig. 3. Effect of flow rates during preconcentration (!) and elution (©) on the
bsorbance (15 ml of a Mn standard of 100 �g l−1).

olution. Moreover, leaching of ligand by HNO3 is much lower
n comparison with hydrochloric acid [20]. Two subsequent elu-
ions with HNO3 on the same loaded column confirmed that no
anganese was present in the second aliquot. The elution rate

s also important for good precision and better sensitivity. The
luent flow rate was varied from 1.8 to 6.9 ml min−1 (Fig. 3).
he absorbance increased in a regular manner along with an

ncrease of in the flow rate up to the natural aspiration rate of
he nebulizer (6.8 ml min−1) owing to the increasing nebulizer
fficiency, at higher flow overpressure was observed. After the
lution step, the sorbent needs to be prepared for the next loading
tep. Pumping deionised water for 30 s at the natural aspiration
ate of the nebulizer (6.8 ml min−1) was found to optimum to
revent analyte to be eluted prematurely.

The capacity of the resin towards Mn–TCPP complex was
stimated with the manual column preconcentration technique
nd it was found to be 0.17 �mol g−1. A microcolumn such as
he one used in this study is able to retain 1.8 �g of Mn; this
alue is well above the content of this metal in 100 ml of river
r seawater sample [9,13]. In the case when concentration of
he analyte exceeding the capacity of the microcolumn, a larger
mount of sorbent can be used.

.2. Analytical performance

Using a manifold presented in Fig. 1A (ligand in solu-
ion) a linear correlation between the absorbance and the
anganese concentration was obtained up to 150 �g l−1 of
n(II). When Amberlite IRA-904 resin modified with TCPP
as used (Fig. 1B) good linearity was observed in the range of
0–120 �g l−1 (r2 = 0.9995). The lower linear calibration range
ay be due to the fact that many exchange sites on TCPP-loaded

esin is inaccessible to the metal ions. The detection limit based
n three-times standard deviation of the peak absorbance was

2 and 16 �g l−1, respectively, using a preconcentration time of
min. The precision obtained at the 50 �g l−1 level of Mn(II),
xpressed as R.S.D., was 2.2–3.1% (n = 10).
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as well as in other European Union countries [23] is 50 �g l ,
however, World Health Organization guidelines [24] increases
this level up to 100 �g l−1. Doi et al. [9] found that in the
unfiltered samples of seawater, the concentration of manganese

Table 1
Analysis of manganese in natural water samplesa

Sample Determined value (�g l−1)

FI–FAAS ETAAS

Drinking water (Smyczkowa)b 12.7 ± 0.6 13.7 ± 0.8
Drinking water (Powsin)b 15.8 ± 0.8 15.0 ± 0.7
Pond water (Pasteura)b 18.5 ± 1.6 19.6 ± 1.0
Well water (Ursynów) 44.5 ± 1.0 43.3 ± 0.9
M. Knap et al. / Tal

The experimental enrichment factor (EF), defined as the ratio
f the slopes of the calibration graphs obtained with and with-
ut preconcentration was 30 (for 15 ml sample solution). The
fficiency of preconcentration essentially depends on the sam-
le volume and the time taken for the sample solution to pass
hrough a microcolumn. The application of longer loading time
mproves the enrichment, but simultaneously leads to a decrease
n a sample rate [14,21]. For example, metal ions, including man-
anese, were preconcentrated on Amberlite XAD-16 functional-
zed with 1,3-diethyl-3-aminopropan-1-ol reaching the enrich-

ent factor as high as 300. However, 3000 ml volume of sample
as used and the time required for one cycle of preconcentra-

ion and determination of manganese took above 2 h to get one
esults [21]. Hence, it seems to be very appropriate to use the
oncentration efficiency (CE) and the consumptive index (CI)
or comparing of various systems. CE is the product of the EF
nd the sampling frequency in number of samples analysed per
our, while CI is defined as the volume of sample in millilitres
onsumed to achieve a unit EF [22]. Using our method, CE and
I were 5 min−1 and 2 ml, respectively.

Upon comparing these results with previously published con-
erning manganese preconcentration coupled to flame AAS
etection, lower detection limit was reported for 2-(5-bromo-
-pyridylazo)-5-diethylaminophenol complexes sorbed on ther-
al modified Kaolinite [14] and Mn–PAR complexes enriched

n activated carbon [8]. However, these procedures were con-
ucted in off-line mode and their limitation is rather long time
f analysis. In the works of Doi et al. [9] and Sarzanini et al.
13] much more sensitive detection methods, such as chemilu-
inescence and ETAAS, were applied. The method proposed

y Tony et al. [15] with FAAS detection using C18 bonded silica
el seems to show better analytical performance.

Interferences from co-existing ions were evaluated for both
omplexation approaches, e.g. complexation in solution and
nto the sorbent phase. TCPP does not form strong complexes
ith alkali and alkaline earth metals [20], commonly encoun-

ered matrix components in natural waters. However, in order
o identify their potential interference on the on-line sorption
f the Mn–TCPP complex, high concentration of them were
ested. Different amounts of metal ions were added individu-
lly to a 100 �g l−1 Mn solution and passed for 5 min through
he columns containing 200 mg of Amberlite IRA-904 alone or

odified with TCPP. The obtained results show that the presence
f NaCl (up to 100 mg l−1) and Na2SO4 (up to 140 mg l−1) did
ot significantly affect the determination of magnesium, when
he analyte was complexed before sorption on the microcolumn.

ore serious interferences were observed when TCPP-modified
orbent was used; Na2SO4 concentrations greater than 60 mg l−1

ecrease the absorbance signal by about 20%. The presence of
gCl2 and MgSO4 up to 20 mg l−1 could be tolerated for both

omplexation approaches. Heavy metal ions may cause inter-
erences owing to their competition for the chelating agent and
heir TCPP complexes for active sites on the sorbent. Metals

uch as Ni(II), Cu(II), Co(II) and Pb(II) could be tolerated up
o 0.6 mg l−1. Fe(III) could be tolerated up to 0.1 mg l−1, but
trongly lowering the absorbance signal at its higher content.
ncreasing the amount of the sorbent up to 500 mg at the expense

W
W

1 (2007) 406–410 409

f lowering the enrichment factor was not successful. Thus, the
roposed method could be sufficient for application to water
amples, except for those which are heavily polluted with iron.

.3. Application to natural samples

To study the accuracy of the method and the possible effects
rom the real matrix, the recovery tests were applied to nat-
ral pond water. The aliquots of pond water (pH 6.9) were
piked with Mn(II) solution and passed through the micro-
olumns containing 200 mg of anion-exchange resin Amber-
ite IRA-904 and TCPP-modified Amberlite, respectively, for
min using manifolds presented in Fig. 1. Manganese was

hen eluted by 500 �l of 2 M HNO3 and determined by FAAS.
he recoveries for spiked addition (50 �g l−1 of Mn(II)) gave
mean result of (98.1 ± 3.9)% for five replicate experiments
hen the sample was mixed with TCPP solution before sorp-

ion process. Lower recovery was obtained for TCPP-modified
orbent (86.2 ± 4.6)%. Thus, these results proved that the earlier
pproach is no affected by matrix interferences and can be sat-
sfactory applied for on-line manganese preconcentration from
ater samples.
The practical feasibility of the proposed method for the

etermination of manganese with on-line preconcentration was
ested on several natural water samples collected from differ-
nt sources. After filtration using 0.45 �m filter, four replicates
ere performed for each sample combining complexation of
n(II) with TCPP in the flow system with FAAS detection. The
anganese content in these samples together with the results

btained by ETAAS method is presented in Table 1. To com-
are the obtained results, the Student’s t-test [25] was applied.
he experimental values of t from our results were in the range
f 1.66–2.28. As for 8 degree of freedom, the critical value of t8
s 2.31 (P = 0.05), the differences between the results obtained
y FI–FAAS and ETAAS methods are not significant at the 5%
evel. Our methodology was shown to be an effective approach
or improving the sensitivity of flame AAS manganese determi-
ation in natural water samples.

The permissible limits of Mn in the drinking water in Poland
−1
ell water (Powsin)b 22.3 ± 1.2 23.6 ± 0.7
ell water (Smyczkowa) 95 ± 4 –

a Mean of five determination ± standard deviation (P = 0.95).
b 15 min sample loading time.
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as slightly higher than in the filtered samples (0.2 �m). They
pplied preconcentration step (iminodiacetate-immobilized on
ilica gel) prior to detection, which implies that not only dissoci-
ted manganese but also particulate Mn was adsorbed partially
nto the microcolumn. These differences could show the possi-
ility of evaluating the labile fraction of particulate manganese
nd its reactivity.

. Conclusion

The on-line enrichment procedure developed allows man-
anese determination at trace levels by FAAS. The main advan-
ages achieved with the proposed method are reduction of sample
ontamination as well as analyte losses because less manipula-
ion of the sample is required compared with off-line methods.
he sensitivity of the method could still be improved by increas-

ng preconcentration time and/or by using a larger microcolumn
acking.
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bstract

A simple, rapid, and sensitive high-performance liquid chromatography (HPLC)–electrospray ionization (ESI) tandem mass spectrometric
ethod (LC–MS/MS) has been developed for simultaneous determination of cilazapril levels and its active metabolite, cilazaprilat, in human

lasma using enalapril as internal standard. The acquisition was performed in the multiple reaction monitoring mode; monitoring the transitions:
/z 418.4 > 211.1 for cilazapril and m/z 390.3 > 211.1 for cilazaprilat. The method involves a simple single-step liquid–liquid extraction with ethyl

cetate. The analyte was chromatographed on an YMC C8 reversed-phase chromatographic column by isocratic elution with 10 mM ammonium
ormate buffer-methanol (10:90, v/v; pH 3.2 with formic acid). Numerous compounds did not interfere with specific multiple reaction monitoring in
andem mass spectrometric detection following C reversed-phase chromatographic separation under conditions that eluted cilazapril, cilazaprilat,
8

nd enalapril within 2 min. This method was validated over 0.1–500 ng ml−1 of cilazapril and 0.5–50 ng ml−1 of cilazaprilat. Cilazapril and
ilazaprilat were stable in standard solution and in plasma samples under typical storage and processing conditions. The assay was successfully
pplied to a pharmacokinetic study of cilazapril given as a single oral dose (5 mg) to healthy volunteers.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Cilazapril, [1S-[1�,9�(R*)]]-9-[[1-ethoxycarbonyl)-3-phen-
lpropyl]amino]octa-hydro-10-oxo-6H-pyridazino[1,2a][1,2]
iazepine-1-carboxylic acid monohydrate is a potent and
pecific angiotensin-converting enzyme (ACE) inhibitor, which
owers peripheral vascular resistance without affecting heart
ate. It is used in the treatment of hypertension and congestive
eart failure [1], was rationally designed based on binding to the
ctive site of ACE [2,3]. ACE inhibition prevents the conversion
f angiotensin I to angiotensin II, a potent vasoconstrictor, to

ause vasodilatation and lower blood pressure [3,4]. It also
revents the reabsorption of sodium and water from renal
ubules and decreases the heart flow rate [5].

∗ Corresponding author at: Department of Pharmaceutical Biochemistry, Col-
ege of Pharmacy, Kyung Hee University, Dongdaemun-Ku, Hoegi-Dong, 130-
01 Seoul, Republic of Korea. Tel.: +82 2 9610860; fax: +82 2 9663885.

E-mail address: ktlee@khu.ac.kr (K.-T. Lee).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.03.020
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Following oral administration, cilazapril undergoes de-
sterification in the liver to its active di-acid form, cilazaprilat.
his active metabolite is more polar than cilazapril, making it
ore difficult for the intestine to absorb, but cilazapril, although

ot active, is well absorbed orally. Doses of cilazapril range
rom 0.5 to 5 mg per day [6]. Bioavailability of cilazaprilat is
7% and it is excreted almost exclusively by the kidney and no
urther metabolism occurs. The elimination kinetic of cilaza-
rilat is biphasic, with a distribution half-life of 1.5–2 h and a
erminal elimination half-life of 30–50 h [5,7,8].

Various methods for determining levels of cilazapril and
ilazaprilat in urine and other matrices have been developed.
he activity of these compounds is usually assayed indirectly
y measuring ACE inhibition, angiotensin II, or renin levels
1,3,6,9]. Enzyme immunoassay has been used for the direct
etermination in plasma and serum [10], and HPLC with amper-

metric detection for its analysis in urine [11]. Methods applied
o the analysis of cilazapril in tablets include UV spectrophotom-
try [12], as well as HPLC with photometric [13] and ampero-
etric detection [11]. Other structurally similar ACE inhibitors
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ave been analysed in biological fluids by GC–MS, but this
nvolves two derivatization steps for the amine group and the
arboxylic acid that are very slow and can significantly affect the
esults [14–18]. To our knowledge, no reports of simultaneous
etermination of cilazapril and its active metabolite cilazaprilat
sing LC–MS/MS has been published until now.

The aim of this work was to develop and validate a simple and
ccurate LC–MS/MS method for simultaneous quantification of
ilazapril and cilazaprilat using liquid/liquid extraction. Addi-
ionally, this method was applied to a pharmacokinetic study of
ilazapril (5 mg) tablets in 24 healthy Korean volunteers.

. Experimental

.1. Chemicals

Cilazapril and enalapril maleate (Fig. 1) were obtained from
yungmoon Pharm. Co., Ltd. (Kyunggi-Do, South Korea)

nd Sigma–Aldrich (Steinheim, Germany), respectively. Cilaza-
rilat was prepared from cilazapril by alkaline hydrolysis as
escribed previously [11]. All these compounds were checked
y HPLC and were found to be >99% pure. Methanol, ethyl
cetate, dimethyl sulfoxide (DMSO) and formic acid (all HPLC-
rade) were purchased from Fisher Scientific (Fair Lawn, NJ,
SA). A Milli-Q® (Millipore Co., Milfora, MA, USA) water
urification system was used to obtain the purified water used
or the HPLC analysis. All other chemicals and solvent were of
he highest analytical grade available.

.2. Sample preparation

Stock solutions containing 1 mg ml−1 of cilazapril, cilazapri-
at, and enalapril were prepared in DMSO. Separate solutions
ere prepared for the calibration curve and quality control sam-
les. Further solutions were obtained by serial dilution of stock
olutions with 100% methanol. Calibration curves for cilaza-
ril were prepared by spiking blank plasma at 0.1, 0.2, 1, 10,
00, and 500 ng ml−1. The quality control solutions of cilazapril
0.5, 50, and 500 ng ml−1) were similarly prepared. For cilaza-
rilat, the calibration standard solutions were 0.5, 1, 2, 5, 10,
0, and 50 ng ml−1, and the quality control solutions were 1,
0, and 50 ng ml−1. The internal standard solution was prepared
y dilution of the stock solution with methanol to a final con-

entration of 20 �g ml−1. Calibration curves for cilazapril and
ilazaprilat were constructed from a blank sample (a plasma
ample processed without the I.S.), a zero sample (a plasma
ample processed with the I.S.), and nonzero samples covering

ig. 1. Chemical structures of (A) cilazapril and cilazaprilat, and (B) enalapril
aleate.
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he range of 0.1–500 and 0.5–50 ng ml−1, respectively. All stock
olution and plasma samples were stored at −70 ◦C.

A 250 �l volume of human plasma was introduced into a glass
ube followed by 20 �l I.S. solution (20 �g ml−1 of enalapril),
nd acidified with 20 �l 10% phospholic acid. After the sam-
les were vortexed for 1 min, ethyl acetate was added (6 ml) to
he tubes and extraction was performed by vortexing for 10 min.
he tubes were centrifuged for 10 min at 3000 rpm. The organic
hase was transferred to another set of clean glass tubes and
vaporated to dryness under N2 at 40 ◦C. Residues were dis-
olved in 0.1 ml of reconstitution solution (90% methanol in
0 mM ammonium formate), and 10 �l of reconstituted sam-
les were injected into the LC–MS/MS system. Between the
ample injections, the injection needle was washed with 50%
ethanol.

.3. Liquid chromatography and mass spectrometry

A Waters 2795 separation module HPLC system and a Waters
icromass Quattro Premire triple quadrupole mass spectrome-

er (Milford, MA, USA) were used. The analytical column was
Hydrosphere C8 (50 mm × 2 mm i.d. S-3 �m, 12 nm; YMC,
yoto, Japan). The mobile phase, consisting of 90% methanol

nd 10% Milli-Q water containing 10 mM ammonium formate
pH 3.2 with formic acid), was filtered and degassed. The flow
ate of 0.2 ml min−1 was adequate for sample analysis and the
emperature of the autosampler was 4 ◦C.

Micromass Masslinx 4.0 and Quanlinx were used for data
anagement. Electrospray ionization was performed using

itrogen as a desolvation gas at 600 × l h−1 flow rate, at
0 × l h−1 cone gas flow rate and 350 ◦C desolvation temper-
ture. Collision cell gas pressure was 2.8 × 10−3 mbar. Other
on source parameters were: capillary voltage, 3.5 kV; extractor,
.0 V; RF lens, 0.2 V; source temperature, 120 C. MS analyzer
arameters were: resolution 1, 14 (LM) and 14 (HM); ion energy
, 1.0 V; collision cell entrance potential, 2.0 V; collision cell
xit potential, 2.0 V; resolution 2, 14 (LM) and 14 (HM); ion
nergy 2, 1.0 V; multiplier, 650 V; dwell time, 0.5 s; cone volt-
ge, 24 V (cilazapril), 20 V (cilazaprilat) and 30 V (enalapril)
nd collision energy, 20 V (cilazapril), 18 V (cilazaprilat) and
3 V (enalapril), respectively. Three channels of positive ion
ultiple reaction monitoring (MRM) mode were used to detect
/z 418.4 > 211.1 (cilazapril), m/z 390.3 > 211.1 (cilazaprilat)

nd m/z 377.4 > 234.2 (enalapril).

.4. Recovery and stability

Recovery was evaluated by comparing the mean detector
esponse of different QC samples post-extracted with those pre-
ared by adding compound to extracted drug free plasma at the
orresponding concentrations. To test the stability of extracted
ilazapril and cilazaprilat, three QC samples, containing 0.5, 50
nd 500 ng ml−1 (cilazapril), and 1, 10 and 50 ng ml−1 (cilaza-

rilat) concentrations, were determined after three freeze and
haw cycles, by thawing at room temperature for 2–3 h and
reezing for 12–24 h. The short-term stabilities of the samples
n plasma during storage for 24 h at 4 ◦C, room temperature
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nd −20 ◦C, and extracted samples during storage for 12 h at
◦C were also determined. The long-term storage stability of

he samples in plasma during storage at −70 ◦C was determined
fter 30 days.

.5. Method validation and clinical test

Quantitative analysis was performed using an internal
tandard. Standard calibration curves were obtained by the
hromatographic area ratios of cilazapril and cilazaprilat
gainst enalapril. Concentrations of cilazapril and cilazapri-
at were calculated from their area ratio and the calibration
urve.

The intra- and inter-day accuracy and precision were studied
y performing five separate analyses per day for 5 days with
ilazapril (0.1, 0.5, 50 and 100 ng ml−1) and cilazaprilat (0.5, 1,
0 and 50 ng ml−1). The limit of detection (LOD) was measured
y signal to noise ratio (S/N) = 3 and a lower limit of quantita-
ion (LLOQ) measured by means of S/N = 10. The precision
nd accuracy of LLOQ was required to be within 20% by FDA
uidelines [19].

For the clinical test, 24 healthy male volunteers were given
single oral dose of cilazapril (5 mg). Plasma samples were

btained by centrifuging blood samples collected before dos-
ng and at 0.25, 0.5, 0.75, 1, 1.5, 2, 2.5, 3, 4, 6, 8, and
2 h after intake. Plasma samples were frozen at −70 ◦C until
nalysis.

. Results and discussion

.1. LC–MS/MS method

Multiple reaction monitoring (MRM) afforded by tandem
ass spectrometry has great advantage in reducing interfer-

nce and enhancing sensitivity over the selected ion monitoring
SIM). MRM was set for the detection of cilazapril, cilaza-
rilat and enalapril in this study. To optimize the LC–MS/MS
ethod capillary voltage, cone voltage and collision energy were

aried. Using MS scan mode at optimal voltages, protonated
olecular ions (MH+) of cilazapril, cilazaprilat, and enalapril

ave sharp signals at m/z 418.4, 390.3, and 377.4, respectively.
andem mass spectra for all the analytes are shown in Fig. 2.
he most abundant product ions at the selected voltages were
/z 211.1 from the parent m/z 418.4 ion, 211.1 from 390.3,

nd 234.2 from 377.4. Therefore, MRM mode was used at
/z 418.4 > 211.1 for cilazapril, m/z 390.3 > 211.1 for cilaza-
rilat and m/z 377.4 > 234.2 for enalapril. Optimum tandem MS
arameters including resolution, ion energy, entrance and exit
otential and collision energy were set to maximize the prod-
ct ions and the optimum values mentioned in the experimental
ection were obtained.

.2. Recovery and stability
The recoveries were calculated from the average peak areas
f extracted fortified plasma samples read against that of ref-
rence solutions in diluent (analytical standards) of the same

c
t
3
a

ig. 2. MS/MS product ion spectra of (A) cilazapril, (B) cilazaprilat and (C)
nalapril.

oncentration, as there was no appreciable matrix suppression.
o decrease LLOQ and analysis time, liquid–liquid extraction
as performed using four different extraction solvents (ethyl

cetate, hexane, dichloromethane and methyl-t-butyl ether).
thyl acetate was chosen to allow for good recovery of ana-

ytes (data not shown). Under acidic conditions, cilazapril and

ilazaprilat had higher recovery (Table 1). Cilazaprilat shows
he highest recovery at pH 3.2, so plasma pH was adjusted to
.2 by adding 20 �l phospholic acid (10%, v/v). The average
bsolute recoveries for cilazapril and cilazaprilat in pH 3.2 were
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Table 1
Recovery of cilazapril and cilazaprilat using different plasma pH for extraction
in the LC–MS/MS method

pH Cilazapril (%) Cilazaprilat (%)

7.1 35.0 ± 7.3 4.9 ± 6.8
4.5 95.4 ± 12.2 40.2 ± 9.4
3.2 69.5 ± 5.8 71.2 ± 6.1
2.4 43.2 ± 6.5 43.5 ± 9.6
2.1 35.2 ± 8.1 32.8 ± 4.9
1
1
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Fig. 3. Chromatogram of (A) blank human plasma, (B) plasma spiked with
.9 12.5 ± 12.5 32.4 ± 13.0

.8 3.9 ± 10.4 29.8 ± 18.2

9.5 ± 5.8 and 71.2 ± 6.1%, respectively. The recovery of I.S.
as 76.8 ± 4.4. The extents of recovery of cilazapril, cilazaprilat

nd enalapril were consistent, precise, and reproducible, which
as satisfactory.
To evaluate analytes stability in human plasma, drug-free

lasma samples were spiked at 0.5, 50 and 500 ng ml−1 (cilaza-
ril), and 1, 10 and 50 ng ml−1 (cilazaprilat). After extraction,
amples were arranged in the autosampler and were analyzed.
o significant deterioration was observed under any of these

onditions (Table 2).

.3. Specificity, linearity, limit of detection, precision and
ccuracy

The YMC column, with a mobile phase of methanol with
0 mM ammonium formate (pH 3.2 with formic acid) at a
atio of 90:10 (v/v), produced a short chromatographic run time
2.0 min) with satisfactory separation of cilazapril, cilazaprilat,
nd enalapril. Fig. 3 shows typical chromatograms of the sam-
le analysis. No interference with constituents from drug-free
uman plasma was observed. Cilazapril, cilazaprilat and the
nternal standard separated from the biological background at
.21, 1.12, and 1.19 min, respectively. The total analysis time
or each run was 2 min.

Assay linearity was evaluated with calibration curves rang-
ng from 0.1 to 500 ng ml−1 of cilazapril and 0.5 to 50 ng ml−1

f cilazaprilat. A good linear relationship between peak
rea ratios and concentrations was established: for cilaza-
ril, y = 0.002203x + 0.000143; r2 = 0.99995, where y is the
eak area ratio (cilazapril/enalapril) and x is the concen-
ration (ng ml−1) of cilazapril, and y = 0.000147x + 0.000395;
2 = 0.99980 for cilazaprilt. An LOD of 0.01 ng ml−1 for cilaza-
ril and 0.1 ng ml−1 for cilazaprilat were determined at a
ignal to noise ratio of 3, which was more sensitive than
eported methods [11–13]. An LLOQ of 0.1 ng ml−1 for cilaza-
ril and 0.5 ng ml−1 for cilazaprilat were determined at S/N = 10,
ith precision and accuracy within 20% for LC–MS/MS.
ith dual extensive washes (five washes per injection) of the

yringe, the carryover was not observed, allowing us to reach
n LLOQ.

Within-assay and between-assay precision and accuracy in

uman plasma for four levels of concentration of cilazapril and
ilazaprilat are summarized in Table 3. All results were within
ppropriate ranges for precision (%) and accuracy (%), and were
cceptable for bio-analytical applications.

50 ng ml−1 cilazapril and 10 ng ml−1 cilazaprilat, and (C) sample plasma (mea-
sured cilazapril concentration: 27.2 ng ml−1 and cilazaprilat: 15.8 ng ml−1).
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Table 2
Stability data for cilazapril and cilazaprilat (mean ± S.D., n = 3)

Theoretical concentration (ng ml−1) Cilazapril Cilazaprilat

0.5 50 500 1 10 50

Short term
24 h, 4 ◦C (%) 96.4 ± 8.1 95.4 ± 4.7 98.6 ± 6.8 104.8 ± 9.4 92.7 ± 9.0 98.9 ± 11.4
24 h, room temperature (%) 98.6 ± 5.7 105.3 ± 8.4 96.1 ± 9.1 98.6 ± 10.2 93.2 ± 4.2 106.8 ± 10.5
24 h, −20 ◦C (%) 103.8 ± 7.6 95.6 ± 9.9 92.0 ± 12.6 103.9 ± 9.0 108.2 ± 12.2 98.8 ± 12.8
12 h, 4 ◦C, extracted (%) 105.8 ± 4.9 107.2 ± 6.1 99.4 ± 5.6 97.5 ± 5.9 101.7 ± 9.6 105.4 ± 8.8

Long term
◦ 99.1 ± 10.3 91.2 ± 12.4 105.8 ± 10.8 109.5 ± 7.5

109.4 ± 7.6 89.7 ± 13.2 92.0 ± 8.4 87.1 ± 14.1

3
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30 days, −70 C (%) 96.4 ± 5.9 97.9 ± 13.1
Freeze-thaw stability (%) 94.3 ± 12.5 98.2 ± 9.7

.4. Application to the clinical test

The proposed method was applied to the determination of
ilazapril and cilazaprilat in human plasma after a single oral
dministration of cilazapril (5 mg tablet) to 24 healthy male
olunteers. Plasma concentrations of cilazapril and cilazapri-
at were in the standard range and remained above 0.1 ng ml−1

cilazapril) and 0.5 ng ml−1 (cilazaprilat) for the entire sam-
ling period. All 312 clinical samples were divided into two
atches, with each batch consisting of a calibration curve, 156
amples from 12 subjects, and 6 quality controls. It took about
alf an hour for sample preparation and 7 h for sample anal-
sis. All samples were analyzed in 2 days. A typical plasma
oncentration versus time profiles of cilazapril and cilazapri-
at were shown in Fig. 4. The area under the plasma con-

entration versus time curve from time 0 to 12 h sampling
ime (AUC12h) were 240.8 ± 163.7 (cilazapril) and 73.6 ± 30.6
cilazaprilat) ng ml−1 h, respectively. And, the area under the
lasma concentration versus time curve from time 0 to infin-

able 3
recision and accuracy data for the analysis of cilazapril and cilazaprilat in
uman plasma (n = 5)

nalyte Nominal
concentration
(ng ml−1)

Measured
concentration
(ng ml−1)

Precision
(%)

Accuracy
(%)

ithin-assay
Cilazapril 0.1 0.11 ± 0.01 8.33 105.00

0.5 0.50 ± 0.01 1.95 99.72
50 49.58 ± 0.26 0.52 99.16

500 493.29 ± 2.10 0.43 98.66
Cilazaprilat 0.5 0.49 ± 0.05 10.52 97.20

1 1.01 ± 0.06 6.33 101.00
10 10.77 ± 0.62 5.76 107.69
50 46.15 ± 1.18 2.56 92.31

etween-assay
Cilazapril 0.1 0.11 ± 0.01 7.82 107.00

0.5 0.52 ± 0.05 9.46 103.02
50 48.41 ± 0.82 1.70 96.83

500 485.87 ± 5.14 1.06 97.17
Cilazaprilat 0.5 0.50 ± 0.02 3.20 100.45

1 1.03 ± 0.03 3.26 103.38
10 10.52 ± 0.71 6.77 105.22
50 46.64 ± 2.45 5.26 93.28

i
(
p
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t
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4
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ig. 4. Mean concentration-time pharmacokinetic profile of cilazapril (�) and
ilazaprilat (©) in human plasma from 24 healthy male volunteers after single
ral administration of cilazapril tablet (5 mg).

ty (AUCinf) were 241.8 ± 166.1 (cilazapril) and 77.5 ± 31.6
cilazaprilat) ng ml−1 h, respectively. The observed maximum
lasma concentration (Cmax) of cilazapril and cilazaprilat were
39.9 ± 60.5 and 25.7 ± 14.1 ng ml−1, respectively. The aver-
ge Tmax of cilazapril was 0.8 ± 0.2 h and that for cilazapri-
at was 1.8 ± 0.7 h. Half-life of drug elimination during the
erminal phase (t1/2) were 1.4 ± 0.3 (cilazapril) and 2.3 ± 1.1
cilazaprilat), respectively. This method is well suited for rou-
ine high-throughput analyses, such as in a pharmacokinetic
tudy.

. Conclusion

We developed a simple, rapid, and sensitive LC–MS/MS
ethod for the simultaneous determination of cilazapril and

ilazaprilat in human plasma and fully validated it according
o FDA guidelines. The present method affords the sensitivity,
ccuracy, and precision necessary for quantitative measurements
n pharmacokinetic studies and therapeutic monitoring of cilaza-
ril and cilazaprilat.
cknowledgement
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bstract

A new room temperature ionic liquid 1-butyl-3-trimethylsilylimidazolium hexafluorophosphate abbreviated as [C4tmsim][PF6] was syn-
hesized and developed as a novel medium for liquid/liquid extraction of inorganic mercury in this work. Under optimal condition, o-
arboxyphenyldiazoamino-p-azobenzene abbreviated as CDAA reacted with inorganic mercury to form a neutral Hg–CDAA complex, the complex
as rapidly extracted into ionic liquid phase. After back-extracting into aqueous phase with sulfide sodium solution, the mercury concentration
as detected by cold vapor atomic absorption spectrometry. The extraction and back-extraction efficiencies were 99.9 and 100.1% for 5.0 �g L−1

tandard mercury in 1000 mL of water solution, respectively. The detection limit, calculated using three times the standard error of estimate of the

alibration graph, is 0.01 ng of mercury per milliliter water sample. The proposed method has been used to the determination of trace inorganic
ercury in natural water with satisfactory results. Moreover, Zeta potential and surface tension of [C4tmsim][PF6] solution were measured and

pplied to explain the extraction mechanism of [C4tmsim][PF6] system.
2006 Elsevier B.V. All rights reserved.

eywords: Room temperature ionic liquid; 1-Butyl-3-trimethylsilylimidazolium hexafluorophosphate; Solvent extraction; Inorganic mercury; Water; Cold vapor
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tomic absorption spectrometry

. Introduction

Mercury is a global pollutant and is identified as a highly toxic
lement because of its accumulative and persistent character in
he environment and living organisms. Therefore, routine mon-
tor and control of mercury is becoming increasingly important,
specially in water system. In literatures, many modern tech-
ologies such as atomic absorption/emission spectrometry [1,2],
nductively coupled plasma mass spectrometry [3,4], atomic flu-
rescence spectrometry [5] and voltammetric determination [6]

ave been reported to the determination of trace mercury, but
hese methods are difficult to directly apply to the determination
f trace mercury in natural water due to their limited sensitiv-

∗ Corresponding author. Tel.: +86 5105811863; fax: +86 5105811863.
E-mail address: zaijunli@263.net (Z. Li).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.03.023
ty. Recent years, professor Wang and Hansen developed many
ample separation and preconcentration procedures based on
he solvent extraction. The solvent extraction can effectively
ecrease the detection limit and eliminate matrix interference,
hese coupling above methods have been applied to determina-
ion of ultra-trace level heavy metals [7–9]. However, the use of
lassical extraction method requires large amounts of high purity
olvents for the extraction, this may also result environmental
nd safety problems due to volatilization of the solvents

Room temperature ionic liquid has aroused increasing inter-
st for their promising role as alternative medium in synthesis
10], separation [11,12] and electrochemistry [13] as a result of
heir unique chemical and physical properties [14]. As ionic

iquids have no detectable vapor pressure and are relatively
hermal stable, hence many environmental and safety prob-
ems associated with organic solvents are avoided. Recently,
he applications of ionic liquid in analytical chemistry have also
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Fig. 1. The molecule structure of [C4tmsim][PF6].

tarted to receive attention [15–19], in which a typical room
emperature ionic liquid1-butyl-3-methylimidazolium hexaflu-
rophosphate abbreviated as [C4mim][PF6] was often studied
s extraction medium [20]. Because the volume of the sample
s usually smaller than 5 mL in the most of previous works,
he enrichment effect usually was not very ideal. In this study,
e attempt to use [C4mim][PF6] as solvent for the extraction of

norganic mercury in a relatively large water sample (1000 mL of
ater). It was found that the extraction efficiency of the inorganic
ercury is very low due to its relatively high water solubility
hen the volume of [C4mim][PF6] was smaller than 25 mL. In
rder to resolve the problem, a new room temperature ionic liq-
id, 1-butyl-3-trimethylsilylimidazolium hexafluorophosphate
bbreviated as [C4tmsim][PF6], was designed and synthesized
n the laboratory (shown in Fig. 1). Experiment indicated that
C4tmsim][PF6] has much lower water solubility (0.5 g L−1)
han [C4mim][PF6] (18 g L−1), but also can extract the mercury
omplex more effectively. So, [C4tmsim][PF6] can be used as
n excellent solvent for liquid/liquid extraction of trace mercury
n a relatively large volume samples.

o-Carboxyphenyl diazoamino p-azobenzene abbreviated as
DAA is a sensitive and selective chromogenic reagent for spec-

rophotometric determination of mercury [21]. Unlike dithizone,
DAA reacts with inorganic mercury to form a stable complex,
hich do not react with organic mercury in the same conditions,

he reaction condition is simple and easy to control. Therefore
n this work CDAA was employed as chelator to form a neutral

ercury complex to evaluate the [C4tmsim][PF6] extraction sys-
em. After the preconcentration, cold vapor atomic absorption
pectrometry was used to as a detection method for the deter-
ination of trace mercury in natural water. Proposed method

ffers the advantages of rapidity, simplicity and high sensitivity
ithout the need for potentially toxic organic solvent.

. Experimental

.1. Reagents

All reagents were of analytical reagent grade and ultra pure
ater (18.2 M� cm) was used throughout the experiment. A

tock solution of 1.0 mg mL−1 mercury(II) was prepared by
issolving appropriate amounts of analytical reagent grade
g(NO3)2 in 2% nitric acid solution. Working solutions were
repared immediately before use. All glassware used was soaked
ith 10% nitric acid for 1 day and rinsed with ultra pure

ater before use. The chelating agent, CDAA was purchased

rom Shanghai Zhangke Chemical Limit Company (Shanghai,
hina). A 1.0 × 10−3 mol L−1 CDAA solution was prepared by
issolving appropriate amounts of CDAA in 95% ethanol. 1-

a
w
o
a

1 (2007) 68–72 69

rimethylsilylimidazole was provided by Linhai Kaile Chemical
ompany (Linhai city, China), and other all reagents employed
ere purchased from Shanghai Chemical Company (Shanghai,
hina).

.2. Apparatus

The mercury measurements were performed with a Perkin-
lmer 2380 atomic absorption spectrometer, equipped with a
euterium background corrector, a hollow cathode mercury
amp, a PE3030 mercury vapor generator with MHS-20 hydride
tomizer. A UV-240 spectrophotometer (Shimadzu, Tokyo) was
sed for recording the UV spectra. A DRX-500 nuclear mag-
etic resonance (NMR) spectrometer was used for 1H NMR and
3C NMR analyses (Bruker, Russ, Germany).

.3. Preparation of ionic liquid

Transfer equal amounts (0.5 mol) of 1-bromobutane and 1-
rimethylsilylimidazole (distilled freshly) to 500 mL round bot-
om flask which is fitted with reflux condenser and nitrogen
rotecting facilities. Add 50 mL of toluene to the flask as solvent.
fter the mixture was stirred at 70 ◦C for 18 h, a transparent vis-

ous product, 1-butyl-3-trimethylsilylimidazolium bromide was
ormed. The liquid was cooled and transferred to a 2000 mL
eaker. And then 500 mL of potassium hexafluorophosphate
0.5 mol) was added to the well stirred mixture. After the addi-
ion of the reagent, the mixture was continuously stirred for 4 h.
nd then the water phase was discarded and the formed ionic

iquid [C4tmsim][PF6] was washed with water until bromide
on was wiped off completely using a silver nitrate test. The col-
ected ionic liquid was heated to 110 ◦C under vacuum to remove
ater, the solvent and unreacted reagents, total yield was about
0%. The NMR data of the product were listed in the follow-
ng: 1H NMR (500 MHz, CD3OCD3), 0.454 (s, 9H), 0.886 (t,
H), 1.316 (m, 2H), 1.862 (m, 2H), 4.24 (m, 2H), 7.495 (d, 1H),
.661 (d, 1H), 8.64 (d, 1H); 13C NMR (500 MHz, CD3OCD3),
36.74, 123.78, 122.93, 50.72, 32.96, 20.46, 14.14, 14.11.

.4. Measurement extraction efficiencies of the complex
nd CDAA

A 1000 mL of the synthesized water sample containing 5 �g
f standard mercury and 1.0 × 10−6 mol L−1 CDAA was used to
nvestigate extraction efficiencies of the complex. After addition
f 5 mL [C4tmsim][PF6] to above solution, the biphasic system
as shaken to ensure it was fully mixed. Wait until the phase sep-

ration complete, the upper aqueous phase was taken out and the
oncentration of mercury that was left in the aqueous phase was
easured by cold vapor atomic absorption spectrometry. The

xtraction efficiencies of the complex abbreviated as Ec were
alculated by Ec (%) = (C0 − C1)/C0 × 100, where C0 and C1
re the concentration of mercury in aqueous phase before and

fter extraction, respectively. The extraction efficiency of CDAA
as determined using a similar preparation procedure, but with-
ut the addition of standard mercury. Absorption spectrum of the
queous phase was measured on the spectrophotometer against
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ater. Its extraction efficiency abbreviated as ER were calcu-
ated by ER (%) = (A0 − A1)/A0 × 100, where A0 and A1 are
he absorbance in aqueous phase at corresponding maximum
bsorption before and after extraction, respectively.

.5. Surface tension and Zeta potential measurements

Surface tension measurements were made by using the Wil-
elmy plate technique. The Wilhelmy plate (sand-blasted plat-
num, ca. 5-cm perimeter) was hung from the arm of a Bethlehem
ial-type torsion balance with solutions immersed in a constant
emperature bath at the desired temperature, 20 ± 1 ◦C. The
nstrument was calibrated against the quartz-condensed water
ach day. Sets of measurements were taken at 30 min inter-
als until no significant change occurred; Zeta potential of the
onic liquid solution was performed with Zetasizer model 2000
Malvern Instruments Ltd., UK).

.6. Procedure for preconcentration of trace mercury

An aliquot of 1000 mL of the natural water or synthesized
ater sample was transferred to a 2000 mL segregator. 1.0 mL
f concentration ammonia and 1.0 mL of 1.0 × 10−3 mol L−1

DAA solution were added subsequently. After the solution
as shaken up, the extraction of Hg–CDAA complex was per-

ormed by mixing 5 mL ionic liquid with the complexes and
haking for about 1.0 min and deposited for 5.0 min to separate
he two phases. After the separation of the aqueous phase, to
he ionic liquid phase 5.0 mL of 1.28 × 10−4 mol L−1 sulfide
odium solution was added to strip the mercury ion. For differ-
nt concentration of mercury, an appropriate amount of upper
queous solution was introduced into the reduction vessel for
etermination of mercury.

. Results and discussion

.1. The formation of Hg–CDAA complex

CDAA was good organic reagent for spectrophotometric
etermination of mercury, the analytical characteristic in selec-
ivity and sensitivity are remarkably superior over most of the
eagents for the determination of mercury in literatures, and the
eaction condition is simple and easy to control [21]. For the
eason, CDAA was employed as a chelator to form a neutral
g–CDAA complex to test the liquid/liquid extraction of mer-

ury with [C4tmsim][PF6]. In order to adapt to the extraction
f very low level of inorganic mercury in a relatively large vol-
me water sample, the reaction condition for the formation of
g–CDAA complex was investigated. Although an addition of
on-ionic surfactant Triton X-100 can increase the absorbance of
he complex remarkably, the addition of Triton X-100 will result
hat the remove of ionic liquid from aqueous phases required a
onger time and have to use of centrifuge to expedite the separa-

ion. In order to overcome the problem, the reaction of mercury
on with CDAA in the absence of surfactant was studied. The
esults showed that CDAA can react with inorganic mercury ion
o form stable complex, thus a simple procedure, i.e., without

3

d

1 (2007) 68–72

ddition of surfactant was adopted in the work. The reaction
f CDAA with mercury ions can carry out in a wide pH value
ange from 9.0 to 13. For a large volume water samples such as
000 mL of water, a small volume of concentrated ammonia can
rovide the required acidity for the reaction. Therefore in this
ork a final concentration of ammonia used was 0.015 mol L−1

nd it was also found that 5.0 × 10−6 mol L−1 CDAA is enough
o extract up to 20 �g of mercury in 1000 mL of water.

.2. Effect of the amounts of ionic liquid on the extraction

Once the solution of Hg–CDAA complexes was mixed with
C4tmsim][PF6], Hg–CDAA was removed from aqueous phase
nd the characteristic absorption peak of Hg–CDAA complex in
queous phase disappeared. It was found that amounts of ionic
iquid remarkably affect on the extraction efficiency. With the
ncrease of the volume of ionic liquid, the extraction efficiency
ncreased rapidly at first and then leveled off after the volume
f ionic liquid was greater than 4.0 mL. Thus, an addition of
.0 mL ionic liquid is recommended. In order to compare with
ld ionic liquid, the effect of another typical room temperature
onic liquid [C4mim][PF6] amounts was also investigated using
similar procedure, in which a 5 min of centrifuging separation
t 3000 r/min was used to accelerate the separation of ionic liq-
id from aqueous phase. It was found the extraction efficiency
s very poor when the volume of [C4mim][PF6] is smaller than
0 mL. The results indicated that [C4tmsim][PF6] has better per-
ormance in the liquid/liquid extraction than [C4mim][PF6]. The
eason is that [C4mim][PF6] is difficult to form an immiscible
xtraction phase when its volume is less than 12 mL due to rel-
tively high water solubility.

.3. Select of method for back-extraction of mercury ions
rom ionic liquid

Since the Hg–CDAA complex was formed at an alkaline
edium, the complex may be decomposed to mercury ion and

nter aqueous phase by using strong acid solution. Basing on
he consideration, various mineral acids were used to back-
xtraction of mercury from ionic liquid including nitric acid,
ulfuric acid, hydrochloric acid and phosphoric acid. The exper-
ments indicated although all strong acid can decompose the
g–CDAA complex, a high acid concentration and long heat-

ng time were required to obtain good back-extraction efficiency
ue to the complex good stability in ionic liquid. However,
DTA and sulfide sodium are better reagents for decomposing
rganometallic compounds. The experiments indicated sodium
ulfide can decompose Hg–CDAA complex rapidly with an
deal the recovery. When 1.28 × 10−4 mol L−1 sodium sulfide
xcess 4.0 mL, almost all mercury ions were back-extracted to
queous phase from ionic liquid. Thus, an addition of 5 mL of
.28 × 10−4 mol L−1 sulfide sodium solution was selected in the
ollowing experiments.
.4. Characteristics of the complex

Under optimal conditions, Hg–CDAA complex could imme-
iately formed and could stabilize for 4 h at room temperature.
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ig. 2. Surface tension and critical micelle concentration of [C4tmsim][PF6],
easurement temperature: 25 ± 0.1 ◦C.

he composition ratio of Hg–CDAA complex obtained using
ob’s method of continuous variation and the slope-ratio method
as 1:2 (Hg:CDAA). Because absorption spectra of the com-
lexes in aqueous and ionic liquid phase have a very similar
hape, this attest the extraction do not influence on the complex’s
omposition. In addition, it was also observed the stability of the
omplex in ionic liquid is better than that in the aqueous solu-
ion, the absorbance can remain stable for at least 24 h under
oom temperature.

.5. Extraction mechanism study

To study extraction mechanism of [C4tmsim][PF6] system,
he surface tension and Zeta potential of the ionic liquid solu-
ion were investigated in detail. It was found the surface tension
f the solution decreased with increase of the concentration
f [C4tmsim][PF6] solution, its critical micelle concentration
nd surface tension of saturated [C4tmsim][PF6] solution are
.59 × 10−3 mol L−1 and 65.95 Nm/m (see Fig. 2), respectively.
bove data showed ionic liquid has high surface activity, this
roperty allow the ionic liquid to fully interact with the com-
lex or CDAA in aqueous phase and easy to extract the complex
nto the ionic liquid phase due to micelle extraction function,
hich is unique property of surfactant. On the other hand, the
eta potential value of saturated [C4tmsim][PF6] solution was

ound to be +2.1 mV. The result showed the double electron
ayer at the [C4tmsim][PF6]–water interface existed the posi-
ive charge. The positive charge will produce strong interaction
etween Hg–CDAA complex or CDAA species and ionic liquid
urface. Above two factors allow ionic liquid has a higher the
xtraction efficiency than ordinary organic solvent. It should be
tated that Zeta potential may be positive or negative value for
ifferent ionic liquid, that decide various ionic liquid has differ-
nt extraction performance. In order to test suggested extraction

echanism, the extraction efficiencies of CDAA in different

cidity was researched by using a procedure in Section 2.4. The
esult is very interesting that the order of the extraction efficiency
f CDAA is in base > neutral > acid medium. Because CDAA is a

d
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eak organic acid, its dissociation product three reagent species
n water, these are RH2, RH− and R2−, respectively, in which
DAA was replaced by RH2 in order to simple. In strong base

olution, reagent specie is R2− mainly, it is easy to extract into
onic liquid due to its strong negative electric charge, the order
ccord with suggested extraction mechanism.

.6. Analytical parameters

The linearity of the response in the range from 10 to 120 ng of
ercury in the reduction vessel was checked. Inorganic mercury
= 0.00975x + 0.00102, r = 0.9998, in which y is absorbance, x

s amounts of mercury in reduction vessel. The detection lim-
ts, defined as the mercury concentration corresponding to three
imes the standard deviation of 11 reagent blanks, in which
eagent and calibration graph were prepared using a previous
reconcentration procedure described in Section 2.6, is 0.01 ng
f mercury per milliliter of water sample.

The precision of the procedure was estimated from the values
btained in the independent analysis of 10 synthesized water
amples (5 �g of standard mercury was added in 1000 mL of
ltra pure water). Samples were extracted and back-extraction,
hen 50 �L aliquot of 5 mL of this solution was introduced
nto the digestion vessel. Mean mercury value is 4.98 �g, the
elative standard deviation was 1.2%. These values can be
onsidered acceptable for a trace element measurement. Accu-
acy of proposed method was also determined through the
nalysis of spiked tap natural water sample using standard
ddition calibration method. The sample was analyzed after
he sample was preconcentration using a procedure in Sec-
ion 2.6, the recovery was between 98.3 and 101.4%. The
ata indicated proposed method has an excellent precision and
ccuracy.

.7. Interference in the extraction of inorganic mercury
ith ionic liquid

Except for cadmium(II) and silver(I), all foreign ions stud-
ed do not react with CDAA to form stable the complex in an
mmonia medium and interfere with the extraction of inorganic
ercury with ionic liquid. The effect of cadmium and silver ions

n the extraction efficiency of inorganic mercury was researched
n detail. Results indicated the complex of cadmium and silver
ith CDAA can be extracted into ionic liquid phase effectively,
ut 20-fold of cadmium and silver do not reduce the extraction
fficiency of inorganic mercury obviously when the concentra-
ion of CDAA is bigger than the two times stoichiometric con-
entration of the metal ions. Although methylmercury always
oexist in the natural water due to biotic processes and may
ffect on the determination of inorganic mercury, it is difficult
o extract into ionic liquid phase effectively because methylmer-
ury cannot react with CDAA to form a stable complex in the
ame condition, the results showed that equal methylmercury

o not interfere with the determination of inorganic mercury.
oreover, the anions are assumed to compete with CDAA for

omplex formation and may lead to interference. The results
ndicated that the interference of anions on the extraction of
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Table 1
Analysis of inorganic mercury in natural waters

Sample Inorganic mercury
added (ng L−1)

Mercury found
(ng L−1)a

Recovery
(%)

Lake water 0.0 22.16 ± 1.2 101.2
30.0 52.53 ± 1.8

Tap water 0.0 32.56 ± 2.2 98.3
50.0 81.7 ± 1.2

S

i
c

3

m
L
f
i
p
w
m
t
a
c
l
a
t
t
p
g
b
s
l
m
s
w
l

3

e
m
i

s
T
s
a
o
c
r
l

3

e
u
t
s
d
t
a

R

[

[
[

[
[

[
[
[
[

ea water 0.0 23.54 ± 2.0 101.4
25.0 48.88 ± 3.3

a Mean ± standard deviation (n = 5).

norganic mercury is negligible. This is due to large formation
onstant of Hg–CDAA complex.

.8. Sample analysis

In order to validate the methodology, the method proposed for
ercury determination was applied to natural waters analysis.
ake water and river water containing mercury were collected

rom Wuxi station in Taihu Lake, where effluents from various
ndustries mix with lake water and river water. Sea water sam-
les were collected from Yellow Sea around Shandong area. The
ater samples were filtered through 0.45 �m pore size milipore
embrane filters. Trace mercury in samples was preconcen-

rated by using a procedure described in Section 2.6. Upper
queous solution was used for the determination of mercury by
old vapor atomic absorption spectrophotometry (l = 253.7 nm,
amp intensity 8 mA, slit width 0.7 nm). A silicone drop was
dded to 2 mL of the solution which was transferred to the reduc-
ion vessel, 1.0 mL of 1% (w/v) SnC12 solution was added, and
hen air was vigorously bubbled into the mixture. The measured
eak height corresponded to the mercury. Once the signal had
one to the base line, 0.5 mL of the oxidizing solution followed
y 1.0 mL of 1% (w/v) NaBH4 were added. The signal corre-
ponded to the mercury present in the vessel. The results were
isted in Table 1. Accuracy of proposed method was also deter-

ined through the analysis of spiked tap water sample using
tandard addition calibration method. Real water samples spiked
ith standard inorganic mercury solution. The sample was ana-

yzed by using above procedure, the results were listed in Table 1.

.9. Recycling ionic liquid
The feasibility of recycling [C4tmsim][PF6] in liquid/liquid
xtraction of 1.0 �g of mercury at 0.015 mol L−1 ammonia
edium with CDAA was examined. After the extraction, the

onic liquid phase was mixed with 1.28 × 10−4 mol L−1 sulfide

[

[

[

1 (2007) 68–72

odium solution to remove mercury ion from the ionic liquid.
hen, the ionic liquid was recycled for reuse. This extraction and
tripping process was repeated six cycles. Cold vapor atomic
bsorption spectrometry was used to measure the concentration
f mercury ion in acidic aqueous phase after each stripping pro-
ess. Average extraction efficiency of 99.4% was obtained. The
esults indicate that ionic liquid can be recycled for reuse in
iquid/liquid extraction of mercury.

.10. Conclusions

Low water solubility of [C4tmsim][PF6] and good extraction
fficiency for neutral molecule and organic negative ion allow its
se in solvent extraction of hydrophobic compounds, especially
o extraction of trace amounts of metal ions in large volume water
amples. Since [C4tmsim][PF6] can be reused, proposed proce-
ure is very economical, thus, it can be used as novel medium
o replace traditional volatile organic solvents in various routine
nalysis.
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bstract

It is the first time that boron is determined in the presence of a little methanol by discoloring spectrophotometry in this paper. A russety product
an be formed by the reaction between glycine (Gly) and sodium 1,2-naphthoquinone-4-sulfonate (NQS) in alkaline solution. When boron is
dded to the solution, the system will be discolored, and the addition of a little methanol will improve the discoloration. Beer’s law is obeyed in

−1
he range of boron concentrations of 0.86–43.24 �g ml at the maximal discoloring wavelength of 382 nm. The equation of linear regression is
= −0.07581–86.79186C (mol l−1), with a linearly correlation coefficient of 0.9979. The detection limit is 0.80 �g ml−1 and R.S.D. is 4.2%. The
ethod is successfully applied to the determination of boron in pharmaceutical and biological samples. The average recoveries are in the range of

8.2–104.1%. Analytical results obtained with this novel method are satisfactory.
2006 Elsevier B.V. All rights reserved.
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. Introduction

In recent years, boron has been considered as an essential
race element for plant, animal and human [1]. The World Health
rganization’s Expert Committee on Trace Elements in Human
utrition concluded that boron is probably essential in human
ltra-trace nutrition (WHO, 1996) [2]. Boron exists widely in
egetables and fruits, especially in plums and apricots [3]. It can
eep bones and joints functioning normally, which was demon-
trated by Newnham [4] with a large amount of experimental,
utritional and epidemiological evidence. Boron helps to prevent
steoporosis and osteoarthritis, and stimulates immune system
nd hormonal responses together with other minerals, such as
alcium, magnesium and vitamin D [5]. Excess boron, however,
s harmful for the health of human, a minimum of daily dose has

ot been determined, but 3 mg per day of boron is recommended
s a nutrient supplement [1,6]. The amounts greater than 500 mg
er day may cause nausea, vomiting and diarrhea [5].

∗ Corresponding author. Tel.: +86 373 3326335; fax: +86 373 3326445.
E-mail address: mercury6068@hotmail.com (Q. Li).
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coloring spectrophotometry

Obviously, it is significant to build up an intelligent, accurate
nd simple method to determine the concentration of boron, so
s to access the beneficial therapy with this element in different
inds of human ailments.

The analytical techniques used for the determination of boron
ange from simple electrochemical methods to complex nuclear
ethods [7]. The most common methods for the determina-

ion of boron are spectrophotometric and plasma-source spec-
rometric methods [8]. Among the plasma-source spectromet-
ic methods, application of inductively coupled plasma opti-
al emission spectrometry (ICP-AES) [3,9] and electrothermal
tomic absorption spectrometry (ETAAS) [10] has remained
imited because these methods have poor sensitivity and they
uffer from serious memory effects and interferences [8,10].
hough ICP-mass spectrometry (ICP-MS) [11,12] provides
high sensitivity and a low detection limit, the treatment

f samples of this method is uncharitably required, or the
apillary tube to the nebulizer may be clogged. Moreover,

xpensive apparatus are needed in all atomic spectroscopic
ethods mentioned above, and the high cost of the instru-
ents and their operation do not permit their use in most

aboratories.
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35 min at room temperature, and the absorbance of the solution
Q. Li, T. Zhang / Ta

Most spectrophotometric methods and fluorimetric meth-
ds are based on the reaction between boron and reagents,
uch as Azomethine-H [13–18], curcumin [19], carmimic acid
20], crystal violet [21], Alizarin red [22], methyl orange (MO)
23,24], and so on. Furthermore, several new derivatives of
hese organic dyes were synthesized and studied for spec-
rophotometric determination of boron [12,25,26]. It, however,
s very troublesome and time consuming to synthesize new
eagents.

This paper presents a novel method for the determination
f boron with the system of glycine (Gly) and sodium 1,2-
aphthoquinone-4-sulfonate (NQS) in the presence of a little
ethanol by discoloring spectrophotometry in pharmaceuti-

al and biological samples. It has been reported that procaine
ydrochloride [27], isoniazid [28] and some other drugs were
etermined using NQS to react with amino group of a pri-
ary amine in a nucleophilic substitution reaction. The study

hows that a russety complex can be formed by the reaction
etween Gly and NQS in alkali medium, and the system is
iscolored after the boron is added (λmax = 382 nm). The addi-
ion of a little methanol will enhance the discoloration of the
ystem. Consequently, boron can be determined using this dis-
oloring system. The linear range is 0.86–43.24 �g ml−1, and
he limit of detection is 0.80 �g ml−1. Compared with the meth-
ds mentioned above, this proposed method is fast, simple and
ensitive. It has a wide line scope and does not need expen-
ive apparatus, and all reagents used are easy obtained. At
he same time, in order to demonstrate the performance of
he described method, the determination of boron was carried
ut in pharmaceutical samples and biological samples, respec-
ively. Analytical results obtained with this novel method are
atisfactory.

. Experimental

.1. Reagents and solutions

Unless specially stated, all reagents used were of ana-
ytical grade and all solutions were prepared with distilled
ater. The main solutions were prepared as follows. A stan-
ard boron stock solution (0.1000 mol l−1) was prepared by
issolving 3.1013 g of boric acid (BA) (Beijing Xinguang
hemical Reagent Plant, Beijing, China) and 3.7280 g of KCl

Taishan Chemical Reagent Plant, Guangdong, China) in dis-
illed water heated for a few minutes. This solution was
tored in a 500 ml standard flask [29] and used to prepare
orking boron standards by suitable dilutions. A stock of

tandard solution of 1.25 × 10−3 mol l−1 of glycine was pre-
ared by dissolving 0.0188 g Gly (Beijing Abxing Biologi-
al Technology Co. Ltd.) in 200 ml distilled water (the solu-
ion was preserved at 4 ◦C without light). A stock of standard
olution of 5.0 × 10−3 mol l−1 sodium 1,2-naphthoquinone-4-
ulfonate (from ACROS ORGANICS) was obtained by dis-

olving 0.6505 g in 500 ml standard flask with distilled water
The solution was preserved at 4 ◦C without light). Buffer solu-
ion of pH 12.00 was obtained by mixing 12.00 ml solution of
.20 mol l−1 NaOH and 50 ml solution of 0.20 mol l−1 KCl in

w
c
a
s
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00 ml standard flask [30], and adjusted by a pH 3C digital pH
eter (Shanghai Lei Ci Device Works, Shanghai, China). A

.1% solution of alkylphenol polyoxyethylene (OP-10) was pre-
ared by dissolving 0.50 g in 500 ml distilled water. A 0.1% solu-
ion of sodium dodecanesulphonate (SLS) (Sinopharm Medicine
olding Beijing Co. Ltd., Beijing, China) was prepared by dis-

olving 0.50 g in 500 ml distilled water. A 0.1% solution of
etyl trimethyl ammonium bromide (CTMAB) (Beijing Chem-
cal Reagent Plant, Beijing, China) was prepared in the same
ay.

.2. Sample preparation

Prior to analysis, 0.5000 g of the certified reference mate-
ial (CRM) of Bingpeng Hanpian (The Pharmacy Group Co.
td. of Xi’an Jiaotong University) (There are Borax, Bor-
eol, Cinnabar and refined mirabilite in the material) was
ccurately weighed using a BS 110s electro-analytical bal-
nce (Beijing Sartorius balance Ltd., Beijing, China), and
hen dissolved in distilled water with 2.00 ml of 0.2 mol l−1

Cl. The solution was filtrated, and the filtrate was taken
nto a 100 ml standard flask. Subsequently, the solution was
iluted to the mark, mixed well and preserved without light
t 4 ◦C.

Two tablets of Bingpeng Hanpian (0.5 g × 2) were ground
ell. 0.5000 g of the sample powder was also accurately
eighed, and then prepared in the same way as the solution
f CRM and preserved without light at 4 ◦C.

.3. Apparatus

A model 7230 spectrophotometer (Xiamen Analytical Instru-
ent Plant, Xiamen, China) was employed for photometric
easurements. A TU–1810 UV–vis spectrophotometer (Pgen-

ral Instument plant, Beijing, China) was used for scanning
he absorption spectrum. All pH measurements were performed
ith a pH 3C digital pH meter (Shanghai Lei Ci Device
orks, Shanghai, China). A model CS–501 super constant

emperature instrument (Chongqing Experiment Equipment
lant, Chongqing, China) was used for temperature measure-
ents.

.4. Procedure

2.50 ml of 1.25 × 10−3 mol l−1 Gly was taken to a 25.0 ml
olor comparison tube. Sequentially, 2.00 ml NaOH–KCl buffer
olution of pH 12.00 and 2.00 ml of 5.0 × 10−3 mol l−1 NQS
ere added, and then some amount of 0.1000 mol l−1 BA was

dded and diluting the solution to 12.5 ml with distilled water.
he mixture was shaken well and the pH of solution was mea-
ured with a pH 3C digital pH meter. This solution stood for
as measured at 382 nm (382 nm proved to be the maximal dis-
oloring wavelength of the system by determining its absorbance
t different wavelengths) against a reagent blank prepared in the
ame way, but no BA (H3BO3).
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. Results and discussion

.1. Absorption spectrum

The absorption spectrum of the discoloring system is shown
n Fig. 1. It can be seen that the discoloring system has a minimal
bsorption at 382 nm. In order to obtain the highest sensitivity,
ll the following measurements were carried out at 382 nm.

.2. Effect of pH

The effect of pH on the coloring system of Gly–NQS and
he discoloring system of BA and Gly–NQS (compared with the
oloring system) were examined by varying pH from 1.00 to
3.00, respectively (see Fig. 2).

As shown in Fig. 2, at pH 1.00–7.00, the absorbance of Prod-

ct I (formed from Gly and NQS) is close to 0, indicating that
nder high acidity, it is difficult for Gly to react with NQS. The
ossible reason may be that amino group ( NH2) of Gly is pro-
onized and it turns into protonated amine salt ( NH3

+) in acidic

Fig. 1. The absorption spectrum of the discoloring system.

ig. 2. Effect of pH on absorbance of the coloring system and the discoloring
ystem BA (0.1000 mol l−1): 1.00 ml; Gly (1.25 × 10−3 mol l−1): 2.50 ml; NQS
5.0 × 10−3 mol l−1): 2.00 ml; reaction time: 35 min.
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edium. So it loses nucleophilic capacity for 4-sodium sulfonate
f NQS, and the nucleophilic substitution reaction cannot take
lace easily. Correspondingly, the discoloration of the system
s weak (see Fig. 2). If pH > 7.00, the absorbance of Product I
ncreases rapidly corresponding to the growth of pH. Probably,
he protonated amine salt ( NH3

+) of Gly turns back into amino
roup ( NH2) when the acidity of solution becomes low. The
igher pH is, the more effectively the protonated amino group
emoves the proton, and more easily the nucleophilic substitu-
ion reaction happens. At the same time the discoloration of the
ystem is enhanced, too (see Fig. 2). According to the literature
31], boron can chelated with N and O in Azomethine-H, and
hen amino group ( NH2) of Gly is possible to chelated with
oron, hence the degree of the reaction between Gly and NQS
eclines, and the system is discolored, which leads to the descent
f the absorbance. Fig. 2 shows that the absorbance of Gly–NQS
eaches its maximal at pH 10.00, in other words, the degree of
he nucleophilic substitution reaction is also maximal. While as
lso can been seen from Fig. 2, the system is discolored to the
reatest extent by boron at pH 12.00, presumably as a result of
he greatest degree of the reaction between boron and Gly. When
H continues to increase, absorbance of the system of Gly–NQS
ecreases, while that of the system of BA–Gly–NQS increases.
robably it may be the increase of the amount of hydroxide ion

hat holds back the nucleophilic substitution reaction between
ly and chromogenic reagent NQS, which results in the reduc-

ion of the absorbance of Product I. While in the discoloring
ystem, high concentration of OH− can chelated with BA to
orm [B(OH)4]− [32], interfering with the chelate of BA and
ly. In order to keep the high sensibility for determination of
oron, the experiment was carried out at pH 12.00.

.3. Effect of amount of Gly, NQS and buffer solution
.3.1. Effect of amount of Gly
The absorbance was determined when the amounts of BA

nd NQS were kept unchanged and the amount of Gly increased
radually (see Fig. 3). The absorbance descends with the

ig. 3. Effect of amount of Gly, NQS and buffer solution BA (0.1000 mol l−1):
.00 ml; Gly (1.25 × 10−3 mol l−1); NQS (5.0 × 10−3 mol l−1); NaOH–KCl
uffer solution (pH 12.00); reaction time: 35 min.
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ncrease of the amount of Gly. When 2.50 ml of Gly is added,
he absorbance is −0.511; 3.00 ml, −0.494; 3.50 ml, −0.562.
bsorbance has been plotted as function of the concentration
f BA using Gly 2.50 and 3.50 ml, respectively. Two calibration
urves were obtained, and the linearly dependent coefficient of
he former is higher than that of the latter. Therefore, 2.50 ml of
ly was selected as the optimum.

.3.2. Effect of amount of NQS
In order to study the effect of amount of NQS on the deter-

ination of boron, the amount of NQS ranging from 0.20 to
.00 ml was submitted to the proposed procedure. Fig. 3 shows
hat the absorbance decreases rapidly with the rise of amount of
QS when the amount is below 2.00 ml. It is likely that the col-
ration of the system of Gly–NQS is enhanced with the increase
f the amount of NQS, and the discoloration of the system of
A and Gly–NQS is also enhanced correspondingly. The degree
f the discoloration becomes greatest when the amount of NQS
s 2.00 ml. When the amount, however, is above 2.00 ml, the
bsorbance rises from −0.456 (2.00 ml) to −0.290 (3.00 ml). It
s probable that the ability of boron to compete with NQS to react
ith Gly weakens when there are more than 2.00 ml of NQS,

nd consequently the degree of the discoloration of the system
eclines. Hence, 2.00 ml of NQS was chosen as the condition of
etermination.

.3.3. Effect of amount of buffer solution
The effect of amount of buffer solution on the absorbance

f discoloring system was studied according to the procedure,
eeping pH at 12.00. Fig. 3 shows that absorbance gets to
he minimum when the amount of buffer solution is 2.00 ml.

hen the amount is above 2.00 ml, there is a small increase in
bsorbance, from −0.402 (2.00 ml) to −0.362 (4.00 ml). The
ossible reason is that when more than 2.00 ml of buffer solu-
ion was added to the 25.0 ml comparison tube and diluted to
2.5 ml, pH value has not changed approximately, but then the
ultiple of dilution has descended 50% corresponding to the

mount of buffer solution rising from 2.00 to 4.00 ml. Thereby
he concentration of OH− in the solution has a little increase,
hen the ability of OH− to chelated with BA to form [B(OH)4]−
nhaces, which results in that the chelate of boron and Gly is
nterfered to a little extent. In order to keep the high sensitivity
f the determination, 2.00 ml of buffer solution was chosen.

.4. Effect of temperature and standing time

The absorbance of the system was measured at room tem-
erature every 5 min. The absorbance decreases from 0.027 to
0.415 after standing for 35 min, then increases to −0.375 after

tanding for 60 min. It is found that the absorbance gets to its
inimum after 35 min at room temperature.
The absorbance of discoloring system was determined at dif-

erent temperature with 8 min reaction time. It is shown that the

bsorbance of the discoloring system is greatly affected by tem-
erature and becomes minimal when the temperature is 50 ◦C.

The absorbance of the discoloring system at 50 ◦C reacting
or 8 min is −0.403, while it is −0.415 at room temperature after
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tanding for 35 min. The latter is 3.0% bigger than the former.
n another word, it is more sensitive when the reaction takes
lace at room temperature after standing for 35 min. In addition,
QS, which as a chemical derivative chromogenic reagent is

equired to be preserved at 4 ◦C without light, maybe unstable
t high temperature. In order to make the determination more
ensitive, stable and simpler, the condition of 35 min standing
ime at room temperature was chosen as the optimum.

.5. Effect of organic solvent

Keeping other conditions constant, the effects of various
rganic solvents on the determination of boron were studied.
hen 1.00 ml of ethanol is added to the solution, the absorbance

f the system decreases form −0.391 to −0.417, and it indi-
ates that there is little effect of ethanol on the determination of
oron. With the amount of dioxane increasing, the absorbance of
he discoloring system, however, increases, and gets to −0.293
hen the amount is 1.00 ml. Presumably boron can chelated
ith O [33–35] in dioxane, which interfers with the chelata-

ion of boron and amino group ( NH2) of Gly. But then the
ddition of methanol reduces the absorbance of the system to a
reater extent, in another word, methanol promotes the discol-
ration of the system. Probably at pH 12.00 methanol turns into
ethoxide and competes against Gly to react with NQS, result-

ng in the descending of absorbance. In addition, a good linear
elationship is obtained when the amount of methanol is from
.00 to 0.80 ml, but when 1.00 ml of methanol was added, the
bsorbance increases to −0.551. The absorbance gets to its min-
mum (−0.596) when the amount is 0.80 ml. Therefore 0.80 ml
f methanol was chosen as the optimum when the calibration
urve was plotted.

.6. Potential interference

A systematic study of the influence of common ions was car-
ied out on the determination of boron. The tolerance levels are
efined with an error less than ±5% in the analysis. A con-
lusion is drawn as follows: 560 mg l−1 (K+, Na+, NO3

−, Cl−,
O4

2−), 240 mg l−1 (CO3
2−), 208 mg l−1 (Mg2+), 160 mg l−1

Ca2+), 6.40 mg l−1 (Co2+), 3.20 mg l−1 (Fe3+), 0.80 mg l−1

Zn2+, Cu2+, Mn2+, Ni2+) do not affect the determination of
oron. As can be seen from the above, the concentrations of
o2+, Fe3+, Zn2+, Cu2+, Mn2+ and Ni2+are relatively lower. The
ossible reason may be that these metal ions can chelated with
ly [36], which keeps back the nucleophilic substitution reac-

ion between Gly and NQS.

.7. Calibration curve

According to the procedure, the absorbance of the discolor-
ng system was measured, and has been plotted as function of
he concentration of BA. The linear range of boron in this cal-

bration curve is 13.84–172.96 �g ml−1. It has been shown in
ection 3.7 that boron can discolor the system of Gly–NQS to
greater degree in the presence of methanol, in other words,
ethanol can enhance the sensitivity of the proposed discol-
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ring system. Therefore, 0.8 × 10−4, 2.0 × 10−4, 4.0 × 10−4,
.0 × 10−4, 12 × 10−4, 20 × 10−4 and 40 × 10−4 mol l−1 of BA
olution were prepared, respectively, and then the absorbance of
he discoloring system in the presence of 0.80 ml of methanol
as determined under the optimum conditions. Absorbance has
een plotted as function of the concentration of BA. A lin-
ar regression equation is attained as A = −0.07581–86.79186C
mol l−1) with a linearly dependent coefficient of 0.9979.
he linear range of boron is 0.86–43.24 �g ml−1. The mini-
al concentration of detection has descended about 16 times,
hich is beneficial to the determination of low level of
oron.

.8. Determination of reproducibility and detection limit

According to the procedure, the solution of BA was deter-
ined 11 times (n = 11) with a R.S.D. of 4.2%. Then a reagent

lank solution was measured 11 times (n = 11), too. The stan-
ard deviation of the reagent blank (σ) is 0.002136. Therefore,
he limit of detection of this proposed method evaluated by cal-
bration curve (3 σ/k) is 0.80 �g ml−1.

. The study of kinetic property and reaction
echanism

.1. Kinetic curve of reaction

In accordance with the procedure, keeping the temperature at
5 ◦C, the absorbance of the discoloring system was determined
t different reaction time in initial rate method. Then a good
inear relationship was obtained. Obviously, the reaction order
etween boron and Product I is one. Since the quantity of NQS is
uch more than that of boron in solution, and the concentration

ariation is relatively small, hence this reaction can be regarded
s pseudo first order reaction.

.2. Apparent rate constant and activation energy

By dealing with A–T data obtained above, the apparent rate
onstants at 20 ◦C and 30 ◦C can be obtained, respectively.
hen in light of Arrhenius Formula of Ea = RT2T1/(T2–T1)
n k′2/k
′
1 and different pairs of K–T data, the activation energy

f nucleophilic substitution reaction was calculated. k′(20 ◦C),
′(30 ◦C) and Ea is 1.9 × 10−3(s−1), 3.2 × 10−3(s−1) and
5.94(KJ mol−1), respectively.

t
o
T

able 1
etermination of boron in certified reference materials (CRM) (n = 5, t0.054 = 2.78)

ertified reference
aterial

The certified (�g
ml−1)

Present method
(�g ml−1)

CRM conten
ml−1)

60201 129.57 128.12 ± 1.04 31.08
60202 129.81 127.86 ± 0.96 31.15
60318 141.22 142.34 ± 1.51 33.89
60319 139.79 136.91 ± 1.34 22.37
60320 139.72 137.54 ± 0.83 44.71
71 (2007) 296–302

As activation energy of the reaction is smaller than
0 KJ mol−1, it indicates that the nucleophilic substitution reac-
ion can easily take place. Hence, the described discoloring
ystem can be used to determine boron.

.3. Discussion of reaction mechanism

It has been reported that NQS can react with amino group
f primary amine derivative [27]. Amino group of Gly takes on
ucleophilicity due to the fact that its lone pairs of electron of
itrogen can attack the electron deficiency center. 3,4-C C of
QS can bond conjugate with 2-C O, as a result 4-C becomes

lectron lacking center. So Gly can react with NQS in a nucle-
philic substitution reaction. It seems reasonable that the reac-
ion equation is as follows:

As boron lacks electron, σ-bond tends to be formed from
lectron pair donor ( NH2) and boron as electron pair ceptor.

hen BA was added to this system, boron can break the dative
ond of NH2 and NQS, chelated with Gly, and discolor the
ystem of Gly–NQS.

. Sample analysis

.1. Analysis boron in pharmaceutical sample

Five solutions of certified reference materials were mea-
ured, and the results are consistent with the certified values
see Table 1).
Then different concentrations of pharmaceutical sample solu-
ions were measured, and the results agree well with those
btained using Azomethine-H as the chromogenic agent (see
able 2). In addition, the results are satisfactory with low R.S.D.

t (�g Added
(�g ml−1)

Found (�g ml−1) R.S.D. (%) Recovery (%)

34.59 34.28 ± 0.35 0.81 99.1
51.89 51.01 ± 0.39 0.61 101.3
34.59 34.73 ± 0.29 0.67 100.4
17.30 17.08 ± 0.22 1.04 98.7
34.59 34.24 ± 0.52 1.21 99.0
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Table 2
Determination of boron in pharmaceutical samples (n = 5, t0.054 = 2.78)

Sample The labelled
(mg/tablet)

Present method
(mg/tablet)

Azomethine-H
method (mg/tablet)

Sample content
(�g ml−1)

Added
(�g ml−1)

Found (�g ml−1) R.S.D. (%) Recovery (%)

1 12.88 12.54 ± 0.08 12.68 30.91 34.59 35.63 ± 0.13 0.30 103.0
2 12.88 12.45 ± 0.10 12.56 30.91 51.89 54.01 ± 0.29 0.44 104.1
3 12.88 13.40 ± 0.07 12.72 30.91 34.59 35.56 ± 0.25 0.58 102.8
4 12.88 12.82 ± 0.05 13.00 20.61 17.30 17.16 ± 0.11 0.53 99.2
5 12.88 13.16 ± 0.05 12.94 41.22 34.59 33.97 ± 0.12 0.29 98.2

Table 3
Determination of boron in urine of patient (n = 5, t0.054 = 2.78)

Sample urine
(time)

Sample content
(�g ml−1)

Azomethine-H
method (�g ml−1)

Added (�g ml−1) Found (�g ml−1) R.S.D. (%) Recovery (%)

2 h 69.07 ± 0.05 68.92 25.94 26.09 ± 0.07 0.23 100.6
4 h 23.42 ± 0.08 23.25 25.94 25.77 ± 0.09 0.27 99.3
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h 11.39 ± 0.06 11.47 25

nd high recovery. As the sample in the experiment is the com-
ound prescription, it also shows that other components in the
harmaceutical sample do not affect the determination of boron
ith the discoloring system and the results are satisfactory.

.2. Analysis of boron in urine of patient

Three urine samples of the same patient who has taken the
edicine after different time were measured with the proposed
ethod, and the results are shown in Table 3. These results are

n agreement with those obtained using Azomethine-H as the
hromogenic agent, and have high accuracy and good recovery,
hich indicates that the proposed method can be successfully

pplied to the determination of boron in biological samples.

. Conclusion

It is the first time that determination of boron was carried out
ith the system of BA and Gly–NQS in the presence of a little
ethanol by discoloring spectrophotometry.
The experiment was carried out in the pH 12.00 solution at

oom temperature standing for 35 min, and the amounts of Gly,
QS and NaOH–KCl buffer solution are 2.50, 2.00 and 2.00 ml,

espectively. In the presence of 0.80 ml of methanol the linear
ange of boron is 0.86–43.24 �g ml−1. A simple, sensitive, rapid
nd reliable method is developed. The proposed method can be
uccessfully applied to the determination of boron in pharma-
eutical and biological samples with satisfactory results. If other
eagents with amino group of primary amine derivative (R-NH2)
an react with NQS to form a coloring system, then boron may
e determined by the discoloring of the system of NQS–R-NH2.
ompared with other methods mentioned in this paper, the pro-

osed method needs neither the complicated apparatus, nor new
eagents to be synthesized. Therefore the determination of boron
y discoloring spectrophotometry has got an important value and
ractical foreground.
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bstract

A novel high-performance liquid chromatographic (HPLC) method using pre-column derivatization and UV detection at 275 nm for the deter-
ination of clarithromycin in rat plasma has been validated. Clarithromycin was extracted from plasma sample spiked with internal standard

erythromycin) under alkaline condition with ethyl ether and derivatizated with trimethylbromosilane. The analyses were run on a C18 column,
aintained at 40 ◦C during elution, using a mobile phase comprised of potassium dihydrogen phosphate (50 mM, pH 6.8, contained 0.7% tri-

thylamine), acetonitrile, and methanol (30:45:25, v/v/v). The standard calibration curve for clarithromycin was linear (r2 = 0.9998) over the

oncentration range of 0.1–10 �g ml−1 in rat plasma. The limit of detection (LOD) and limit of quantitation (LOQ) was 30 ng ml−1 and 0.1 �g ml−1

espectively. The intra- and inter-day assay variability range was 2.6–7.4% and 3.3–8.5%, respectively. This method has been successfully applied
o a pharmacokinetic study of clarithromycin in rats.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Clarithromycin (Fig. 1A) is a semi-synthetic macrolide
ntibiotic with good antimicrobial activity against a wide range
f gram-positive and gram-negative organisms. Its structure is
dentical to that of erythromycin (Fig. 1B), except that the
-methyl group has been substituted for a hydroxyl group at
osition six of the lactone [1]. Clarithromycin has a good stabil-
ty in gastric acid, a better bioavailability and a more favorable
harmacokinetic profile than erythromycin [2].

The analytical methods reported previously for the quantifi-
ation of clarithromycin in biological fluids include microbio-
ogical bioassay [3] and high-performance liquid chromatogra-
hy (HPLC); detection methods include electrochemical detec-
ion [4–12], mass-spectrometry [13], fluorescence detection
fter pre-column derivatization [14], and UV detection [15–17].
As lacking a suitable chromophore, clarithromycin has only
weak UV absorbance in the low wavelength range (<220 nm)
hich makes it difficult to develop a specific, selective and sen-

∗ Corresponding author. Tel.: +86 22 27404031; fax: +86 22 27405190.
E-mail address: combinology@yahoo.com (K. Zhao).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.04.015
-performance liquid chromatography

itive UV method according to the occurrence of substantial UV
bsorption, particularly when using complex matrices such as
iological fluids. But the UV detector is more widely distributed
han all of the other detectors and also more inexpensive com-
ared to HPLC–MS, the development of a HPLC–UV method
or clarithromycin continue to be needed for trials aimed at phar-
acokinetic and efficacy. A sensitive HPLC–UV method was

eported by Amini and Ahmadiani recently [15]. But the large
olume of plasma (1 ml) required to achieve the high sensitiv-
ty limits its application when only small volume of plasma is
vailable.

Chemical derivatization can increase detection sensitivity and
mprove selectivity by means of pre-column or post-column
PLC [18], so we developed and validated a novel HPLC–UV
ethod for the determination of clarithromycin in rat plasma
hich can be used in pharmacokinetic study of clarithromycin.
his method involved pre-column derivatization with trimethyl-
romosilane (TMBS, Fig. 1C) as the derivatization reagent and
rythromycin as the internal standard (IS). The possible con-

truction of the derivatization product is also showed in Fig. 1D.
his method offered a selective and sensitive determination of
larithromycin with a limit of detection (LOD) of 30 ng ml−1 and
limit of quantitation (LOQ) of 0.1 �g ml−1 through employing
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Fig. 1. The chemical structure of clarithro-mycin (A), internal standard ery-
thromycin (B), the derivatization reagent trimethyl-bromosilance (C), and the
possible structure of derivatization product (D).
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micro volume of plasma (150 �l) which ensures the applicabil-
ty of the method when only small volume of plasma is available.

. Experimental

.1. Materials and reagents

Clarithromycin was supplied by Zhejiang Huayi Pharma-
eutical Co., Ltd (949.7 u mg−1, China). Certified reference
aterials (CRMs) of clarithromycin (972 u mg−1) and ery-

hromycin (888 u mg−1) were applied by National Institute for
he Control of Pharmaceutical and Biological Products (Bei-
ing, China). HPLC grade acetonitrile (ACN) and methanol
MeOH) were obtained from Fisherchemicals (New Jersey,
SA). Trimethylbromosilane was supplied by Rich Trading
td. (Beijing, China). Analytical grade triethylamine (TEA),
otassium dihydrogen phosphate, ethyl ether, sodium hydrox-
de (NaOH), concentrated phosphate acid and dichloromethane
CH2Cl2) were obtained from Kewei Reagents Company (Tian-
in, China). Heparin sodium salt was obtained from Aoboxing
iotechnical Company (Beijing, China). Healthy male Wistar

ats were obtained from the laboratory animal center of Academy
f Military Medical Sciences (Beijing, China).

.2. Instrumentation and chromatography

The apparatus used for HPLC analysis was an Agilent
100 quaternary pump, with a variable wavelength detector,
hermostatted autosampler and column thermostat. A Hyper-
il ODS2 C18 column (250 mm × 4.6 mm ID, 5 �m, Thermo,
K) was fitted with a Phenomenex guard column packed with
ctadecyl C18 (Phenomenex, USA). UV spectrophotometric
easurements were made using a UV–visible spectrophotome-

er (UV-2450, Shimadzu, Japan). The pH value was measured
sing a pHS-3C precision pH meter (Leici Devices Factory of
hanghai, China).

The mobile phase comprised of 50 mM potassium dihydro-
en phosphate (contained 0.7% TEA, v/v, adjust with con-
entrated phosphate acid to pH 6.8)—acetonitrile–methanol
30:45:25, v/v/v). Analyses were run at a flow rate of
.0 ml min−1 at 40 ◦C.

.3. Standard solutions

The stock solutions of clarithromycin and erythromycin were
repared through dissolving 50 mg of corresponding CRMs in
0 ml of methanol. Separate standard solutions of clarithromycin
ere prepared by serial dilutions of stock solutions with water

or the calibration standards. These solutions were added to drug
ree plasma in volumes not exceeding 8% of the plasma volume.
he internal standard solution was diluted in water to produce a
nal concentration of 150 �g ml−1.
.4. Sample preparation

To 150 �l of plasma sample in an Eppendorf tube (1.5 ml
apacity), 10 �l of the internal standard erythromycin solution



ta 71 (2007) 385–390 387

(
s
a
a
c
t
C
a
a
c
o
t
1
c

2

f
c
a
a

t
s
a
o

c
b
c
f
c
e

2

i
a
b
s
a
a
s
3
v
a

2

P
l
C

3

3

e
T
i
b
i
d
m
t

f
T
2
c
b
a

Compared with 9-fluorenylmethyloxycarbonylchloride
(FMOC-Cl), a derivatization reagent also has been applied
for the detection and quantification of clarithromycin [14],
the TMBS consumed much shorter time to complete the
W. Li et al. / Talan

150 �g ml−1) and 20 �l of 0.25 M NaOH were added. The
olution was vortexed briefly then 1.0 ml of ethyl ether was
dded and vortexed for 5 min and centrifuged for another 5 min
t 4000 rpm. The organic layer was transferred into another
lean Eppendorf tube and dried under a stream of N2 at room
emperature. The residue was resolved with 600 �l of frappe
H2Cl2, and then 50 �l of trimethylbromosilane was added
nd kept at 0 ◦C for 10 min. Then 200 �l of water was added
nd vortexed 1 min to terminate the reaction. The solution was
entrifuged for 5 min and the water layer was discarded, the
rganic layer was dried under a stream of N2 at room tempera-
ure. The residue was reconstituted with 150 �l mobile phase. A
00 �l of the reconstituted solution was injected onto the HPLC
olumn.

.5. Calibration curve and assay validation

Standard calibration curve was constructed by spiking drug
ree plasma with a known amount of clarithromycin in the con-
entration range of 0.1–10 �g ml−1. The plasma standards were
lso used to determine the intra-day and inter-day precision and
ccuracy of the method.

The concentration of clarithromycin was calculated through
he ratio between the peak areas of clarithromycin and internal
tandard. Calibration curve was obtained by plotting the peak
rea ratios on the abscissa and the respective drug concentrations
n the ordinate.

Absolute recoveries at seven different concentration levels of
larithromycin (0.1–10 �g ml−1) in rat plasma were determined
y assaying the samples as the procedure described above and
omparing the peak areas of clarithromycin with those obtained
rom clarithromycin solutions in CH2Cl2 of corresponding
oncentrations assayed as the same procedure except the
xtraction.

.6. Pharmacokinetic protocol

Five male Wistar rats (250–300 g) were used in this exper-
ment. The rats were fasted overnight before use and received
n oral gavage of 150 mg kg−1 clarithromycin in a 0.5% car-
oxymethylcellulose (CMC) suspension (4 ml kg−1). Blood
amples (0.4 ml) were collected using heparin sodium salt as
nti-coagulant from the plexus venosus at fundus oculi through
glass capillary inserted along the angulus oculi medialis. The

ampling time-points were 15, 30, 60, 120, 180, 240, 300,
60, 420 and 480 min postdose. Plasma samples were har-
ested after centrifugation and stored frozen at −20 ◦C until
nalysis.
.7. Pharmacokinetic data analysis

The pharmacokinetic analysis was conducted through using
ractical Pharmacokinetic Program-Version 97 (3P97, pub-

ished by Chinese Pharmacological Association, Beijing,
hina).

F
d

Fig. 2. The chromatography of the products of the derivatization.

. Results and discussion

.1. Derivatization

Derivatization of clarithromycin with the TMBS was
mployed for the detection and quantification of clarithromycin.
he reagent TMBS was found to react readily with clar-

thromycin in CH2Cl2 solution. According to the known reaction
etween TMBS and hydroxy group, the hydroxy groups of clar-
thromycin are believed to react with TMBS to yield brominated
erivate. The reaction was monitored by HPLC and the chro-
atography showed that there was only one major product when

he reaction was terminated (Fig. 2).
Absorption spectra in the range (200–400 nm) were obtained

or the clarithromycin and derivatized clarithromycin (Fig. 3).
he derivate exhibited two absorption maxima (at 206 and
75 nm). The 275 nm was chosen as detection wavelength which
an improve the sensitivity and selectivity of method greatly
ecause of the high molar absorptive coefficient of the derivate
nd the elimination of the substantial UV absorption at 275 nm.
ig. 3. The absorption spectra of clarithromycin (200 �g ml−1) before and after
erivatization.
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ig. 4. The optimization of reaction time (mean ± S.D., n = 4). Test solution
ontained 5 �g ml−1 clarithromycin was used.

erivatization reaction. The optimal reaction time of TMBS is
0 min according to the result of the optimization test (Fig. 4)
hile the corresponding parameter of FMOC-Cl is 40 min [14].
o the cycle of sample pretreatment will be shortened and the
fficiency can be improved greatly.

.2. Chromatography

The aim of this work, a novel HPLC–UV method to determine
larithromycin in rat plasma has been developed. A satisfactory
eparation of clarithromycin from endogenous components in
at plasma was obtained.

Representative chromatograms of blank rat plasma, drug free
at plasma spiked with clarithromycin and internal standard, and
at plasma after administration of the clarithromycin are shown
n Fig. 5.

The mobile phase comprised of 50 mM potassium
ihydrogen phosphate (contained 0.7% TEA, v/v, pH
.8)—acetonitrile–methanol (30:45:25, v/v/v) was used. The
nfluences of different organic modifiers in the mobile phases
nd the different pH values of the phosphate buffer on the per-
ormance of the method were investigated and summarized in
ables 1 and 2. According to the results, the retention time and
eak symmetry of clarithromycin decreased when the content of
eOH or the pH value of the phosphate buffer in mobile phase
ecreased. The appropriate content of MeOH and neutral pH
alue were necessary to achieve satisfactory peak symmetry and
ndurable retention time simultaneously. Eventually, the pH 6.8
nd the ratio of The final composition of the mobile phase was

able 1
nfluences of different organic modifiers on the performance of methoda

rganic modifier Retention time (min) Peak symmetry

eOH 40.3 0.98
eOH:ACN = 9:5 (v/v) 29.1 0.91
eOH:ACN = 5:9 (v/v) 20.9 0.85
eOH:ACN = 1:6 (v/v) 13.7 0.60
CN 11.6 0.42

a The content of organic modifier in mobile phase is 70% and the pH value of
hosphate buffer is 6.8.

Fig. 5. (A) HPLC chromatogram of drug free rat plasma. (B) HPLC chro-
m
i
s

c
t
c

3

t

atogram of rat plasma containing erythromycin (IS, 10 �g ml−1) and clar-
thromycin (0.2 �g ml−1). (C) A collected rat plasma sample after 1 h of the
tart clarithromycin administration (150 mg kg−1).

hosen to achieve the best peak resolution, appropriate reten-
ion time, acceptable peak shape and satisfactory separation of
larithromycin from endogenous components in rat plasma.
.3. Calibration curve and assay validation

A good linear relationship was found, as described by
he following linear regression equation: y = 6.0783x + 0.0009
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Table 2
Influences of different pH values of phosphate buffer on the performance of
methoda

pH values of phosphate buffer Retention time (min) Peak symmetry

7.6 22.7 0.87
7.2 21.3 0.85
6.8 20.9 0.85
6.4 17.6 0.72
6.0 14.4 0.69
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Table 4
The intra- and inter-day variations and accuracy of clarithromycin (n = 6)

Concentration (�g ml−1) Precision (R.S.D. %) Accuracy (%)

Intra-day
0.1 7.0 106.8
0.2 6.4 103.7
0.5 7.4 100.5
1.0 4.3 97.1
2.0 4.6 97.3
5.0 3.5 102.5
10.0 2.6 99.8

Inter-day
0.1 7.7 113.9
0.2 8.2 110.4
0.5 6.6 104.1
1.0 8.5 97.9
2.0 5.9 97.7
5.0 5.0 100.8
10.0 3.3 100.2

Fig. 6. The concentration–time profile (mean ± S.D.) of clarithromycin after
administered to rats (n = 5).

Table 5
Pharmacokinetic parameters of clarithromycin in rat (n = 5)

Parametera Value (mean ± S.D.)

A (�g/ml) 3.42 ± 1.72
α (1/min) 0.013 ± 0.0038
B (�g/ml) 4.25 ± 1.38
a The mobile phase is comprised of acetonitrile–methanol–phosphate buffer
45:25:30, v/v/v).

r2 = 0.9998), where y is the concentration (�g ml−1) and x is
he ratio of the peak area of clarithromycin and internal standard.
he coefficient of determination is satisfactory.

The limit of detection (LOD) was determined as the con-
entration of component giving a signal to noise ratio = 3:1.
he limit of detection for clarithromycin in rat plasma was

ound to be 30 ng ml−1. The limit of quantitation (LOQ) of
larithromycin in rat plasma was chosen as the concentration
sed for the lowest concentration level on the calibration curve
0.1 �g ml−1) which offer a signal to noise ratio = 10:1. The
ethod LOQ is equal to that of some electrochemical methods

8–10] with an LOQ of 0.1 �g ml−1, but much more sensitive
han the fluorescence method [14] with an LOQ of 0.2 �g ml−1.

The percentage recoveries (n = 6) of clarithromycin ranged
rom 82.2 to 90.8% over the entire concentration range (Table 3).

The intra- and inter-days variations and accuracy of the clar-
thromycin determinations in rat plasma are summarized in
able 4. All results are within the ranges acceptable for bio-
nalytical purposes.

.4. Application

The developed method has been successfully applied to an
nalysis of plasma samples collected from rats administered with
larithromycin. The concentration–time curve (mean ± S.D.)
f clarithromycin after oral administration of clarithromycin
150 mg kg−1) is shown in Fig. 6.

A two-compartment model was fitted to the concentration–
ime profiles of the administered animals by the 3P97 program.

he pharmacokinetic parameters estimated as parts of the model
ere summarized in Table 5.

able 3
bsolute recovery and corresponding relative standard deviation (R.S.D) of

larithromycin (n = 6)

oncentration (�g ml−1) Recovery (mean%) R.S.D. (%)

0.1 88.5 6.4
0.2 90.8 4.9
0.5 82.6 4.1
1.0 82.7 5.5
2.0 82.2 4.1
5.0 88.3 4.7
0.0 85.9 5.2

β (1/min) 0.0047 ± 0.0020
ka (1/min) 0.033 ± 0.012
t1/2α (min) 55.86 ± 13.96
t1/2β (min) 164.15 ± 57.58
t1/2kα (min) 28.86 ± 9.70
k10 (1/min) 0.011 ± 0.0034
k12 (1/min) 0.0056 ± 0.0015
k21 (1/min) 0.00087 ± 0.00038
AUC (min �g/ml) 686.75 ± 117.72
CL(s) (mg/kg/min/(�g/ml)) 0.20 ± 0.060
Tmax (min) 71.75 ± 23.0
Cmax (�g/ml) 2.66 ± 0.72

a A: distribution phase; B: elimination phase; α: distribution rate constant; β:
elimination rate constant; ka: absorption rate constant; t1/2α: distribution half-life
time; t1/2β: elimination half-life time; t1/2kα: absorption half-life time; k12 and
k21: transportation constants; k10: elimination constant; AUC: area under curve;
CL(s): clearance; Cmax: maximum concentration; Tmax: time of Cmax.
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. Conclusion

A novel sensitive, specific HPLC–UV method was devel-
ped and validated. We significantly improved the UV detection
f clarithromycin through using the trimethylbrosilicon as the
erivatization reagent. According to our knowledge, this is the
rst time that the trimethylbromosilane is used as the derivati-
ation reagent for the determination of clarithromycin and this
eagent offers a more efficient derivatization procedure than the
ethod has been published [14].
Most of the published methods use 0.3–1 ml of human plasma

or analysis, and are not verified for preclinical animal study
ith rat or mice where less than 0.3 ml is usually available for

ach plasma sample. The present work requires only 150 �l
f plasma for the analysis which is almost seven times less
han the HPLC–UV method reported by Amini and Ahma-
iani [15]. The LOQ of this method is 0.1 �g ml−1, which
s sufficient to study the plasma pharmacokinetics of clar-
thromycin in rats after a single oral dose of 150 mg kg−1 body
eight.
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bstract

A novel flow injection analysis (FIA) method with Rayleigh light scattering (RLS) detection was developed for the determination of protein
oncentrations. This method is based on the weak intensity of RLS of p-nitrohenzene-azo-3,6 disulfo-1-amino-8-naphthol-7-azo-benzene disodium
alt (Amide Black-10B) which can be enhanced by addition of protein in weakly acidic solution. It has proved that the application of this method
o quantify the proteins by using human serum albumin was available in real samples. In addition, this method is very sensitive (the determination
imits are 0.11 �g/mL for human serum albumen (HSA) and 0.85 �g/mL for bovine serum albumen, BSA), simple, rapid and tolerance of most

nterfering substances. The FIA–RLS method was more stabile than the general RLS method and the average R.S.D. value of FIA–RLS less than
eneral RLS. The effects of different interfering substances will be also examined. The amount of proteins in human serum sample was determined
nd the maximum relative error was no more than 3.00% as well as the recovery was between 94.9 and 105.9%.

2006 Elsevier B.V. All rights reserved.
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. Introduction

It is deemed that quantitative analysis of proteins is a basic
equisite in biochemistry because it is often used as a refer-
nce for the measurements of other components in biological
amples. Up to now, most methods widely accepted of protein
etermination are spectrophotometric, such as the Lowry et al.
1], Coomassie brilliant blue (CBB) [2,3], bromophenol blue
4], and bromocresol green [5] methods. However, undoubt-
dly, there are some limitations on them in terms of sensitivity,
electivity, stability and simplicity. Therefore, a great number of
ssays have been developed.

Recent years sensitive methods for protein and nucleic acids
ave been developed based on enhanced Rayleigh light scat-
ering (RLS). RLS measurements usually are performed at

avelengths away from absorption bands of the species. The

echnique has been extensively studied and applied to a variety
f problems for many years [6,7]. Pasternack et al. studied por-

∗ Corresponding author. Tel.: +86 931 8912540; fax: +86 931 8912582.
E-mail address: huzd@lzu.edu.cn (Z. Hu).

h
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.03.029
tein

hyrin associates with DNA and the aggregation of chlorophyll
y resonance light scattering, and pointed out that light scattering
s very sensitive for probing the aggregation of macromolecules
6]. Huang et al. firstly applied this technique to analytical assays
ecause enhanced intensity of RLS was obtained with �,�,�,�-
etrakis[4-(trimethylammoniumyl)phenyl]porphyrin [8]. Later,

a et al. also used this technique for protein assay [9]. Currently,
LS spectroscopy has gradually become a useful technique
hich be used in analytical chemistry, including the determi-
ation of inorganic ions [10], nucleic acids [11] and proteins
12–17]. However, relatively less satisfactory is know about
he reproducibility of a general RLS method for unstable dye-
taining systems. Despite greatly improved selectivity and sen-
itivity, newly developed RLS techniques which include RLS
maging [18] and the total internally reflected RLS [19] still
ave not overcome the fluctuation of signals. Also, it is not easy
o perform automated analysis for these improved RLS tech-
iques. Thus, it is necessary to develop new methods for coupled

utomated injection systems to overcome these shortcomings
20–23].

Flow injection technique becomes an affective instrumental
ool which can increases the sampling rate, reduces the use of
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Fig. 1. Structure

eagents and contributes to development of automation of anal-
sis. These features of FIA make it very suitable for analysis in
linical analytical control [24,25].

p-Nitrohenzene-azo-3,6-disulfo-1-amino-8-naphthol-7-azo-
enzene disodium salt (Amide Black-10B) (structure in Fig. 1)
s a good chromogenic reagent, it has not been paid much
ttention in the determination of proteins. The aim of this study
s to use Amide Black-10B (AB-10B) as a binding reagent
or protein determination because a high sensitivity to RLS
ntensity was observed. By considering the advantages on
utomation of laboratory processes, an FIA system with RLS
etection was developed and optimized in order to automate
he determination of total protein in serum samples, with high
ample throughput.

. Experimental

.1. Instrument and apparatus

The spectrum and the intensity of RLS were obtained with a
F-5301PC spectrofluorophotometer (Shimadzu) with a 150 W
enon lamp. The excitation and emission bands widths were
nm. The pH measurements were made with a model PHs-10A
H meter (Xiaoshan, China).

A schematic diagram of the flow system for the determination
f proteins was shown in Fig. 2. Two peristaltic pumps and eight-
ay injection valve (Wenzhou, China) were used to assemble the

ystem. A flow cell with a 90 �L inner volume was employed to
easure the FIA–RLS signals. PTFE tubing (i.d. 0.5 mm) was

sed to connect all components in flow system.

.2. Reagents
Amide Black-10B was obtained from Shanghai Experimental
eagent Limited and was directly dissolved in water to pre-
are stock solution of 1.0 × 10−3 mol/L. Human serum albumin

ig. 2. FIA system for the determination of proteins. PP: peristaltic pump; Q1:
.80 mL/min; Q2: 1.95 mL/min; I: injector (eight-way valve); R1, R2: reactor;
: detector.
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ide Black-10B.

nd Bovine serum albumin were purchased from Sino-American
iotechnology Company (China), were applied without further
urification. All protein solutions were prepared in doubly dis-
illed water to prepare stock solutions of 2.0 mg/mL and the
rotein stock solutions were kept in the dark at 277 K.

Britton–Robinson buffer was utilized to control the pH values
f carrier flow. All other chemicals were of analytical grade or the
est grade are commercially available. Human serum samples
ere obtained from the Hospital of Lanzhou University. The

erum samples were diluted 250-fold with doubly distilled water
o prepare stock solutions and stored at 277 K.

.3. Procedure

Fig. 2 shows a schematic diagram of the FIA system for the
uantification of protein. The carrier solution (Britton–Robinson
uffer, pH 4.1) was propelled by a peristaltic pump in the reser-
oir. The sample flow system consisted of another peristaltic
ump connected to a sample injection valve (eight-way injection
alve) equipped with sample loops. The reagent stream merged
ith a buffer solution inside the reactor (R1) to obtain suitable
H. Then the sample and reagent are transported to another
eactor (R2) while being mixed. Lastly, the mixed solution was
ransported to a spectrofluorometer with a flow-through cell con-
ected to a recorder and finally to a waste tank. The Rayleigh
ight scattering intensity was measured at λex = λem = 265 nm
ith a spectrofluorometer. The flow system was operated at room

emperature.
The RLS spectra were obtained with the excitation and emis-

ion monochromators of fluorometer scanned synchronously
hrough the wavelength range of 220–500 nm.

.4. Theory for the determination by the RLS

In general, the intensity of light scattering is related to the
olume of the species, the wavelength of incident light, and the
eal and imaginary parts of the scatterer’s polarizability. When
he medium is transparent and the wavelength is determined,
he intensity of scattering is only related to the concentration
f samples, which is the quantitative basis of Rayleigh light
cattering [12].

The intensity of RLS was calculated by Anglister and Stein-
erg [26] to be

◦
(

4000π2n2C
)[(

dn
)2 (

dk
)2
]

(90 ) =
λ4NA dC

+
dC

(1)

here R (90◦) is the Rayleigh ratio for the incident beam and
otal scattered light at 90◦, n the refractive index of the medium,
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Fig. 3. The RLS spectra of (AB-10B)–HSA system. (a) 1.0 × 10−4 mol/L AB-
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0B; (b–d) 1.0 × 10−4 mol/L AB-10B in the presence of 8.0, 16.0, 24.0 �g/mL
SA; pH 4.1; λex = λem = 265 nm.

the wavelength of incident light, NA the Avogadro constant,
the molarity of the scattering particle, while dn/dC and dk/dC

re the increments of the real and imaginary components and of
he refractive index of the solution due to the scattering particles,
espectively.

. Results and discussion

.1. Spectra features of (AB-10B)–proteins interaction

The light scattering intensity was measured at 265 nm with
nm slit width for both excitation and emission radiation.
he light scattering spectrum was obtained by scanning
imultaneously with the same excitation and emission
avelengths. Fig. 3 indicates the RLS spectra AB-10B and

AB-10B) + HSA obtained under the optimum experimental
onditions (1.0 × 10−4 mol/L AB-10B; pH 4.1). A low light
cattering intensity of AB-10B was found between 220 and
00 nm. However, when the HSA was present, an important
nhanced light scattering was obtained. We consequently con-
lude that AB-10B reacted with HSA and produced a complex,
ts RLS intensity was much higher than that of AB-10B under
he same optimal condition. From Fig. 3, it can be seen that
here are two RLS peaks for (AB-10B)–HSA system at 265 and
20 nm. As the enhanced signal at 265 nm is greater than that
t 320 nm, 265 nm was chosen as the excitation and emission
avelengths.

.2. Optimization of the flow system

In order to obtain the best experimental result, FIA variables
flow rate, reactor lengths, sample volume, and reaction time)

ere optimized.
The effect of the flow rate was investigated by injecting a

ample solution of the analyte (20.0 �g/mL) at different flow
ates. Increasing flow rate resulted in decrease of peak heights

t
t
n
o

ig. 4. Effect of pH on the interaction between AB-10B and HSA. Concentra-
ions: 1.0 × 10−4 mol/L AB-10B; 20.0 �g/mL HSA.

nd over-pressure was caused in the system, however, it was
ot impossible to obtain a higher sampling frequency. The
ow rate was studied in the range 3.33–1.20 mL/min. A flow
ate of 2.80 mL/min working with Q1 peristaltic pumps, simul-
aneously, was adopted as a compromise between sensitivity
nd throughput. The flow rate of Q2 could be decreased to
.95 mL/min. The reactor length was investigated in the range
0–250 mm. It can be seen that the sensitivity increases with
ncreasing rate of carrier stream flow, and that the sensitivity
as in dependent of length of reaction coil. The interaction
etween AB-10B and proteins was incomplete when the reaction
oils length too short, whereas the RLS signals could decrease
hen it is too long. So, the reactor proper length of R1R2
as 150 mm.
The effect of the sample volume was also studied. Using

ample volumes between 50 and 250 �L of 20.0 �g/mL HSA
tandard solution, the increase of RLS was linear in the range
0–200 �L (higher volumes did not increase significantly the
ignal). In this work, the sample volume was 200 �L. Reaction
ime was one of important variables. The RLS intensity was in
ependent of reaction time. So, the intensity of RLS did not
ncrease with long reaction time. Reaction time between AB-
0B and proteins was 10 s.

.3. Effect of pH

The effect of pH on RLS was investigated at pH 3.5–5.0. The
cattering intensity of the assay system is greatly affected by the
H whereas the RLS of the reagent blank is not affected.

Fig. 4 shows that the scattering intensity of the (AB-
0B)–HSA complex was affected greatly by pH. The highest
ntensity was obtained at pH 4.1, so this pH was chosen for the
ssay. The effect of pH can be explained as follows: the greater
egative charge on AB-10B would enhance the interaction with

he pH increased between dye and positively charged HSA. On
he other hand, an increase in pH also causes an increase in the
egative charge on the protein, which would weaken the binding
f dye to HSA. These two opposing effects of pH resulted in the
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ig. 5. Effect of AB-10B concentration on the interaction between AB-10B and
SA. Concentrations: 20.0 �g/mL HSA; pH 4.1.

trongest binding and hence the maximum RLS intensity at pH
.1.

.4. Effect of AB-10B concentrations

The effect of AB-10B concentration on the response of the
eaction is tested in the range of 1.0 × 10−5 to 1.0 × 10−3 mol/L.
t can also be seen from Fig. 5 that the highest sensitiv-
ty and intensity was reached at an AB-10B concentration of
.0 × 10−4 mol/L, above which the sensitivity decreased with
he increase of the dye concentration. At this concentration, all
vailable AB-10B was bound so that further protein addition
annot lead to further (AB-10B)–protein interaction. This phe-

omenon is owing to the higher concentration of the free dye at
hich resulted in a higher absorbance and thus less enhancement
f the scattering. Thus 1.0 × 10−4 mol/L AB-10B was used in
his assay to get a higher sensitivity.

3

g

able 1
ffect of interfering substances on the RLSa method for HSA determination

nterfering substanceb Change of RLS (%)

-Leu-OH −0.83
-Glu-OH −6.54
-Asp-OH −5.40
-Pro −4.68
-H-Ser-OH 1.44
-Hyp-OH 0.72
-Leu-OH 0.72
-H-Val-OH −1.15
-Gly −3.60
-Glu −4.67
-Lys −3.33
-His −0.35
-Arg 0.01
-Leu −4.31
-Phe −1.08
l-Met −3.60

a Concentration of AB-10B 1.0 × 10−4 mol/L; HSA 20.0 �g/mL; pH 4.1; average o
b Concentration of interfering substance was 40.0 �g/mL.
(2007) 109–114

.5. Effect of interfering substances

Considering that the matrix compositions are usually quite
omplex in biological samples, i.e., various components in bio-
ogical sample might cause interferences for the assay of protein.
he potential interfering effects of some of those species fre-
uently encountered in biological samples were investigated in
he present system. The influences of coexisting substances were
ested, and the results are shown in Table 1. The experimental
esults indicated that for the assay of 20.0 �g/mL HSA, no inter-
ering effects were observed arising from amino acids and metal
ons at the concentration levels. So no special preparation was
eeded to take before serum sample analysis.

.6. Comparison of the stability of the FIA–RLS method to
he general RLS method

Fig. 6 shows FIA gram of (AB-10B)–HSA with increasing
SA. It can be seen that the addition of HSA induced very RLS

ignals.
Fig. 6 shows that the reproducibility is satisfactory. The repro-

ucibility of the two methods (the FIA–RLS method and the gen-
ral RLS method) was assessed by using relative standard devi-
tions (R.S.D.). The R.S.D. was calculated by running assays
n = 5) on different days. The average R.S.D. value of general
LS was 5.38% for 20.0 �g/mL (AB-10B)–HSA (20.0 �g/mL
SA), while the average R.S.D. value of FIA–RLS was 1.47%

or 20.0 �g/mL (AB-10B)–HSA (20.0 �g/mL HSA). We conse-
uently concluded that the FIA–RLS method was more repro-
ucible than the general RLS method and the average R.S.D.
alue of FIA–RLS less than general RLS.
.7. Calibration graphs and sensitivity

Using the optimized flow injection scheme, a calibration
raph was obtained for protein. The analytical parameters for

Interfering substanceb Change of RLS (%)

l-Try −6.47
l-Iso 0
Glucose −0.72
Urea −1.81
�-CD 2.16
Cl− −1.08
NO3

− 3.96
CO3

2− 14.08
SO4

2− −1.08
K+ −0.20
Na+ −3.24
Ca2+ −2.68
Mg2+ 0
Mn2+ −2.52
Zn2+ −3.24
Pb2+ −13.67

f five measurements.
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Table 2
Standard regression equations of various protein

Protein Standard regression equation (C, mg/mL) Linear range (�g/mL) Regression coefficient Determination limits (�g/mL)

HSA Y = 8.65 + 23.80C 0.50–32.00 0.9991 0.11
BSA Y = 48.41 + 16.30C 2.00–36.00 0.9969 0.85

aConcentration of AB-10B 1.0 × 10−4 mol/L; HSA 20.0 �g/mL; pH 4.1; average of five measurements.

Table 3
Determination results for protein in human serum

Sample number The Biuret method Cp (mg/mL)a The proposed method Cp (mg/mL)b R.S.D. (%) Relative error (%)

1 74.00 75.70 0.32 2.30
2 74.00 74.75 1.32 1.01
3 72.00 71.83 2.58 −0.24
4 84.00 83.38 1.21 −0.74
5 80.00 80.12 1.30 0.15
6 61.00 60.28 0.71 −1.18
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a The data obtained from the Hospital of Lanzhou University.
b Average of five measurements.

he determination are shown in Table 2. It can be seen from
able 2, the linear ranges for HSA and BSA are 0.50–32.00 and
.00–36.00 �g/mL. The possible reason is that different proteins
ave different isoelectric points. At the same time, the weight,
ize and shape of the molecules are also different, so the RLS
ignals for various proteins are different. The limit of detection
s calculated using following formula:

L = kSb1

S
(2)

here CL is the limit of detection, k the constant related to
he confidence level, according to the suggestion of the IUPAC,

= 3, Sb1 the standard deviation of five blank-solution measure-
ents and S is the slope of the calibration graph.
Detection limit estimated were 0.11 �g/mL (HSA) and

.85 �g/mL (BSA), sample throughput was 90 h−1.

w
l
C
t

able 4
he recovery for the determination of HSA sample

ample number Diluted sample (�g/ml)a Found value (�g/ml) R.S.D.b (

7.40 7.62 0.40

7.40 7.51 1.52

7.20 7.17 3.17

8.40 8.68 1.33

8.00 8.23 1.27

6.10 6.13 0.85

a The sample obtained from the Hospital of Lanzhou University.
b Average of five measurements.
.8. Application to sample analysis

The determination of protein is very important in clinical
nalysis and biochemistry. By using the present method, proteins
n human serum samples were measured (shown in Table 3). For
ach sample, five parallel experiments were conducted, and the
aximum relative standard deviation was 2.58%. The results
ere compared with those assayed by the Biuret method (the
ata obtained from the Hospital of Lanzhou University), the
aximum relative error was 2.30%. The recovery of the sam-

les also was determined. Fixed amounts of HSA standard were
dded to six samples of known HSA content and the mixtures

ere analyzed with the proposed procedure. The results were

isted in Table 4 and the recovery was between 94.9 and 105.9%.
ompared to the standard method, the results are very satisfac-

ory.

%) Standard added (�g/ml) Total recovery (�g/ml) Recovery (%)

10.00 17.38 98.9
20.00 27.92 100.6

10.00 17.36 99.3
20.00 27.09 99.8

10.00 16.80 94.9
20.00 26.87 96.9

10.00 18.95 99.2
20.00 28.54 102.9

10.00 18.51 105.9
20.00 28.35 101.3

10.00 16.30 100.5
20.00 26.76 101.3
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Fig. 6. FIA gram of (AB-10B)–HSA interaction in flow injection analysis. Car-
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ier: BR buffer; (a–d) 1.0 × 10−4 mol/L AB-10B in the presence of 2.0, 8.0,
6.0, 24.0 �g/mL HSA; pH 4.1. Flow injection analysis variables: sample vol-
me, 200 �L; carrier flow rate, 2.80 ml/min; time for reaction, 10 s.

. Conclusion

The presented method offers a simple, rapid and reproducible
ay for the determination of protein. Automatic Rayleigh light

cattering detection techniques were established with flow injec-
ion, which avoid the poor reproducibility of unstable sys-

em, simplify the detection procedure and facilitate on-line
etection of proteins. Moreover, there is no sample matrix
nterference, which is crucial to determine the protein in real
amples.
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bstract

A new method of electrochemical probe has been proposed for the determination of Herring Sperm DNA (DNA) based on its interaction
ith Basic Brown G (BBG). The electrochemical behavior of interaction of BBG with DNA was investigated on Hg electrode. In 0.1 mol L−1

H3–NH4Cl buffer solution (pH 8.0), BBG can be reduced on Hg electrode with a well-defined voltammetric peak at −0.67 V (versus SCE). In the
resence of DNA, the reduction peak current of BBG decreases and the peak potential shifts to a more positive potential without the appearance of

ew peak. The study shows that a new BBG–DNA complex is formed by linear sweep voltammetry (LSV) and spectrophotometry. The decrease of
he second order derivative of reductive peak current (�i′′p) of BBG is proportional to the concentration of DNA in the range of 0.10–36 �g mL−1.
imit of detection of DNA is 0.04 �g mL−1. DNA of Hepatitis B Virus in serum samples was determined satisfactorily. Additionally, the binding
echanism was preliminarily discussed. The mode of interaction between BBG and DNA was found to be intercalation binding.
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. Introduction

The study on the interaction of small molecules such as metal,
rugs, organic dyes with DNA is one of interest because it is
mportant in the design of new and more efficient drugs tar-
eted to DNA [1,2]. A variety of small molecules are bound by
lectrostatic with the exterior sugar-phosphate backbone or by
ydrophobic interaction along the minor groove of DNA or by
ntercalative interaction between the stacked bases pairs of native
NA from the major groove [2,3]. Among the three modes, the
ost effective mode of the drugs targeted to DNA is intercalat-

ng binding [4]. Thus the research of interaction of intercalating
gent with DNA is vital. The studies for the binding interaction
ith DNA so far have been performed using various methods

5–9]. Based on these interactions, analytical methods for DNA
an be established. However, most of these methods suffer from

ow sensitivity, high costs and procedural complications.

In recent years, electrochemical methods are increasingly
sed in bioanalytical chemistry [10–15]. They provide a use-

∗ Corresponding author. Tel.: +86 351 7011333; fax: +86 351 7011688.
E-mail address: guoyj@sxu.edu.cn (Y.J. Guo).

a
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.03.030
obe; Interaction; Determination

ul complement compared to other analytical methods, on one
and, because they are low-cost, fast response, simple and easily
mplemented, on the other hand, the interpretation of electro-
hemical data can contribute to elucidation of the mechanism
y which DNA interacts with drugs in an approach to the real
ction that occurs in the living cells in vivo [16]. In addi-
ion, electrochemical methods have special advantages when the
ubstance which can interact with DNA show UV absorbance
ear 260 nm,which will disturb the absorbance value of bases
f DNA. Bard and co-workers pioneered the field of electro-
hemical study of the interaction of metal complex with DNA
17,18]. However, it is difficult to avoid background current
n DNA detection and the large amount of DNA used [3].
i and co-workers [19–21] studied the interaction of DNA
ith some electrochemically active compounds such as 9,10-

nthraquinone or porphyrin. Zhang et al. [10] reported the inter-
ction of lomefloxacin–Mg(II) complex with DNA and its ana-
ytical of DNA determination. Long et al. [22] investigated the
lectrochemical behavior of CuII–Triazolylazo supramolecular

nteraction with DNA and developed the method of detection
f DNA. However, only a narrow range of relatively high DNA
oncentration is used for assay and construction of the calibra-
ion graph in the above methods.
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Fig. 1. Molecular structure of Basic Brown G.

Among the most commonly used of all kinds of DNA binders,
rganic dye has received a great deal of attention, because it
erves as effective probes of the structures and functions of
iological macromolecules and as study models of some bio-
hysical processes [23]. It is today a generally accepted concept
hat the planar dyes molecules, such as acridine dyes, phenazine
yes, bind to DNA by intercalation. Wang et al. determined the
oncentration of DNA in human urine by fluorescence probe of
cridine Orange [24]. Huang et al. detected concentration of
ucleic acids with Safranine T by a resonance light-scattering
echnique [25]. It is well known that electrochemical signals of
ucleic acids are so weak that the direct determination is diffi-
ult. However, many of the organic dyes have proven to be more
ffective conductors, thus they can be employed as an electro-
hemical probe in the detection of DNA.

But to our knowledge, organic dye as an electrochemical
robe has seldom been reported for determination of DNA.
he major focus of this paper is to develop an electrochemical
ethod as a sensitive and convenient technique for the determi-

ation of DNA based on its interaction with organic dye.
Basic Brown G (C.I. Basic Brown 1) is an easily available

asic azo dye and can be applied for dyeing materials such as
ilk, fleece, leather, and paper [26]. Its structure is shown in
ig. 1. In this paper, it is used as the electrochemical probe
or the determination of DNA. The electrochemical behavior
f the interaction of DNA with BBG was studied on Hg elec-
rode. The binding interaction of BBG with DNA produced a
ew complex in 0.1 mol L−1 NH3–NH4Cl buffer solution (pH
.0), which results in the decrease of the reductive peak currents
f BBG. The decrease of the second order derivative of reductive
eak current (�i′′p) of BBG is proportional to the concentration
f DNA within a certain range, thus the concentration of DNA
an be determined. The binding ratio and binding constant of
NA with BBG have been detected. Furthermore, the binding
echanism between BBG and DNA is also discussed. It is con-

luded that the mode of interaction between BBG and DNA is
ntercalative binding.

. Experimental

.1. Reagents

The following chemicals were used: Herring Sperm DNA
Beijing Xiasi Biotechnology Co. Ltd., China) was commer-
ially purchased and accepted for use without further purifica-

ion. The stock solutions were prepared by dissolving the solid
NA in 0.1 mol L−1NaCl solution and stored in the refrigera-

or at 0–4 ◦C for no more than a week. The concentration of
NA was determined according to the absorbance at 260 nm

s

B

1 (2007) 123–128

fter establishing that the absorbance ratio A260/A280 was in the
ange of 1.80–1.90 for DNA indicating that the DNA was free
f protein. The molar extinction coefficient ε260 was taken as
600 L mol−1 cm−1.

The Basic Brown G was purchased from Hebei Jinzhou
hemical Plant, China. Stock solution of 1.0 × 10−3 mol L−1

BG was prepared by dissolving BBG directly in doubly dis-
illed water. 0.1 mol L−1 NH3–NH4Cl was used as buffer solu-
ion. The operating solutions of BBG and DNA were obtained by
iluting their stock solutions with water just before use. All other
eagents were of analytical reagent grade and were used without
urification. Doubly distilled water was used throughout.

.2. Apparatus

Linear sweep voltammetric experiments were carried out by
sing a modle JP-303 polargraphic analyzer (ChengDu Instru-
ental Factory, China) with a three-electrode system, namely
ercury working electrode, a saturated calomel reference elec-

rode and a platinum-wire counter electrode. Cyclic voltamme-
ry was performed on a BAS-100A electrochemical analyzer
USA) with a PAR-303 electrode system serving as the working
lectrode used. A saturated calomel electrode was used as the
eference electrode and a platinum-wire as counter electrode. A
MP-40 Digital Plotter (USA) was also used. The absorption

pectra measurement was performed on a TU-1901 double-
eam spectrophotometer (Beijing Puxi Instrument Limited Co.,
hina). All the pH values were measured with a SA-720pH acid-

ty meter (Shenzhen Shanlong Technology Limited Co., China).

.3. General procedure

.3.1. Electrochemical measurement
To a 10 mL colorimetric tube, solutions were added in the

ollowing order: 1.0 mL of 0.1 mol L−1 NH3–NH4Cl buffer
olution (pH 8.0), 0.70 mL of 1.0 × 10−3 mol L−1 BBG and an
ppropriate amount of standard DNA. The mixture was diluted
o 10 mL with water. After that it was shaken thoroughly and
llowed to equilibrate at room temperature for 10 min. The lin-
ar sweep second order derivative voltammetric peak currents
i′′p) were recorded in the potential range from −0.40 to −1.00 V
versus SCE). Under the same conditions, the voltammetric peak
urrent (i′′po) of the BBG solution without DNA was obtained and
hen the difference of peak currents (�i′′p = i′′po − i′′p) was used
o determine the concentration of DNA.

.3.2. Spectroscopic measurement
The absorption spectra were performed by keeping the con-

entration of BBG constants while varying the concentration of
NA.

. Results and discussion

.1. Study on the interaction of DNA with BBG by

pectrophotometry

Absorption spectra behavior of the interaction of DNA with
BG was investigated in the 0.1 mol L−1 NH3–NH4Cl buffer
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ig. 2. Absorption spectra of 7.0 × 10−5 mol L−1 BBG in different concentra-
ions of DNA at pH 8.0. The concentrations of DNA (�g mL−1): (1) 0; (2) 50;
3) 100; (4) 150; (5) 200; (6) 250; (7) 300; (8) 350.

olution (pH 8.0), obtained by keeping the BBG concentration
onstants but changing the DNA concentration. The experimen-
al results are shown in Fig. 2. It can be seen that the BBG

olecule has a maximal absorption wavelength at 370 nm. In
he presence of DNA, with increasing the concentration of DNA,
he absorption at 370 nm linearly decreased whereas the absorp-
ion at 425 nm gradually increased. With further addition of
NA, however, large wavelength bathochromic shift and hyper-

hromic effect were obtained; moreover, an isobestic point at
18 nm was also observed. The change of absorption spectra
mplied that there are intensive binding interactions between
NA and BBG and a new DNA–BBG complex is formed. The
bvious isobestic point at 418 nm also provided the evidence of
he formation of new complex.

Hypochromism was suggested to be due to the strong inter-
ction between the electronic state of the intercalating chro-
ophore and that of the DNA bases. Since the strength of this

lectronic interaction is expected to decrease as the cube of the
istance of separation between the chromophore and the DNA
ases. The observed large hypochromism strongly suggests a
lose proximity of BBG molecule to the DNA bases. For exam-
le, intercalation of the BBG molecule into the double helix
nd strong overlap of the �–�* states it with the electronic
tates of the DNA bases are consistent with the observed spec-
ral changes. In addition to the increase intensity, big red shift
nd isobestic point were also observed in the spectra. Based on
he above analysis, we suggest that the interactive mode between
BG and DNA is intercalative binding, which is in agreement
ith the proposal in literature [27].

.2. Study on the interaction of DNA with BBG by LSV

The nucleic acids, the only electroactive groups are the
itrogenous bases adenine (A), guanine (G), and cytosine (C)
28]. But there is no measurable voltammetric peak at the poten-

ial range from −0.40 to −1.00 V (versus SCE). A typical
oltammogram of 7.0 × 10−5 mol L−1 BBG in the absence and
resence DNA is shown in Fig. 3. Curve 1 is the voltammo-
ram of 7.0 × 10−5 mol L−1 BBG without DNA in NH3–NH4Cl

a
M

ig. 3. Second order derivative linear sweep voltammogram of 7.0 ×
0−5 mol L−1 BBG in the NH3–NH4Cl (pH 8.0) buffer solution in the absence
1) and presence (2–4) of 3 �g mL−1 (2); 6 �g mL−1 (3); 9 �g mL−1 (4) DNA.

uffer solution (pH 8.0). It has a well-defined voltammetric peak
t −0.67 V (versus SCE), which is related to the electrode reduc-
ion of the N N group of the BBG molecule [29]. Curves 2–4
re the voltammograms of the mixture of DNA with BBG. On
he addition of DNA, a decrease in the peak current and positive
hift in the peak potential were observed for BBG. The remark-
ble changes mean the complex of BBG–DNA is formed. The
ecrease in the peak current is attributed to the formation of
BG–DNA complex, which results in the decrease of equilib-

ium concentration of BBG in solution.
According to above experiment phenomena and references

16,17], it can be inferred that the binding mode of BBG to DNA
hould be intercalative binding under our experiment conditions,
hich is in agreement with the results from spectrophotometry.
he�i′′p of BBG is proportional to the added DNA concentration

n some ranges, which might be used to determine the concen-
ration of DNA. The plots of i′′p versus v1/2 are linear both in
he absence and presence of DNA, indicating that the electron
ransfer process involves diffusing species [30].

In addition, a repetitive cyclic voltammogram of BBG–DNA
n NH3–NH4Cl buffer solution (pH 8.0) on Hg electrode was
xamined. The results reveal the cathodic peak potential is
bout −0.67 V (versus SCE) and no anodic peak indicating that
he reduction of BBG is an irreversible process. The repetitive
yclic voltammogram also shows that the cathodic peak current
ecreases in second cycle, which means that the peak current
ad adsorption behavior both without and with DNA. The first
erivative curve shows that the height of down branch is greater
han that of up branch, which also means that the peak current
as adsorption behavior [30] in the absence and presence DNA
n Hg electrode. All of the above given matter suggested that
he peak currents of BBG and its complex with DNA not only
re controlled by diffusion but also have adsorption behavior in
he experiment.

.3. Determination of binding constant and binding ratio
According to references [31,32], if it is assumed that BBG
nd DNA only produce a single complex, where M, n, and
–nDNA represent the dye, binding ratio, and DNA–dye



1 nta 71 (2007) 123–128

c

M

β

t
c

�

C

�

�

β

o

w
n
�

t
T
s
B
y
o
t
i
b

3

3

B
b
a
t
t
a
d
a
s
N
s
f
d

Table 1
Analytical parameters for the determination of DNA

Concentration range
of DNA (�g mL−1)

Linear equation Correlation
coefficient (r)

0.10–2.0 �i′′p = 968.6m− 283.0 0.9969 (n = 8)

2.0–18 �i′′ = 85.46m+ 4.558 0.9922 (n = 8)
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w
fi
of BBG. The concentration of 7.0 × 10−5 mol L−1 BBG gave
the maximum �i′′p, therefore 7.0 × 10−5 mol L−1 BBG was
employed for further assay.

Table 2
Effect of the foreign substances on the system

Foreign substance Concentration (�mol L−1) Change �ip (%)

Zn(II), SO4
2− 8.50 −2.6

K(I), Cl− 8.50 4.6
Mn(II), Cl− 4.24 −4.4
Co(II), SO4

2− 4.24 −0.9
Na(I), Br− 4.24 −3.5
Cr(III), Cl− 4.24 −4.7
Mg(II) Cl− 4.24 0.5
Cu(II), SO4

2− 0.50 −6.4
Fe(III), Cl− 0.50 7.1
Ca(II), Cl− 0.50 −6.1
Na+, PO4

3− 85.0 −2.3
dl-Serine 85.0 −1.7
dl-Histidine 4.24 4.6
Threonine 0.85 0.5
l-Glutamine 0.85 −2.9
dl-Valine 0.50 4.6
�-CD 10.0 −0.6
Gelation 0.01a −2.4
Sodium lauryl sulfate 0.01a −2.8
Cetyl-pyridine bromide 0.01a 5.2
Protein, BSA 10.0 3.4
Glucose 10.0 −3.7
Maltose 10.0 −3.8
Lactose 10.0 −3.8
Sucrose 10.0 −1.8
26 Y.Q. Li et al. / Tala

omplex, respectively, a reaction equation is as follows:

+ nDNA = M–nDNA (1)

The binding constant β can be obtained:

= [M–nDNA]

[M][DNA]n
(2)

If M–nDNA is not electrochemically active, it is assumed that
he decreasing value of the peak current I is proportional to the
oncentration of M–nDNA complex:

I = k[M–nDNA] (3)

The following equation can be deduced:

m = [M] + [M–nDNA] (4)

Imax = kCm (5)

Imax −�I = k(Cm − [M–nDNA]) = k[M] (6)

The Eqs. (3) and (6) are deduced to Eq. (2) and then:

= �I

(�Imax −�I)[DNA]n

r
1

�I
= 1

�Imax
+ 1

β�Imax

1

[DNA]n
(7)

here β is in (L mol−1)n, k in nA L mol−1, �I and �Imax in
A, [M–nDNA], [M], [DNA] and Cm all in mol L−1. At last let
I′′ replace �I and that is to say, when n is 1, 2, 3, . . ., respec-

ively, the plots of 1/�I′′ versus 1/[DNA]n give some curves.
he value of n is the binding ratio when the curve becomes a
traight line and the value of β is 1/�Imax versus 1/β�Imax.
ased on our experimental data, A linear regression equation
= 0.0004x + 4.8338 (correlation coefficient, r = 0.9950) was
btained when n = 1 and β = 1.2 × 104 L mol−1, which proves
he binding ratio of DNA–BBG complex is 1:1. DNA interact-
ng with BBG forms a complex of one molar BBG per molar
ase pair.

.4. The optimum conditions of DNA determination

.4.1. Effect of additional reagents sequence and pH
The different addition orders of buffer solution, DNA and

BG were investigated and different �i′′p were observed .The
uffer solution and BBG were first mixed, then DNA solution
dded, a maximum �i′′p was obtained for this sequence. Spec-
rophotometry was utilized to further probe this system and
he result was good in accordance with LSV. Therefore, this
bove additional sequence was selected as an experimental con-
ition. The results of experiment indicate that different buffers
lso have an effect on the system. Among the tested buffers,
uch as HAc–NaAc, Na2HPO4–KH2PO4, NaCl, Tris–HCl, and

H3–NH4Cl. NH3–NH4Cl buffer is suitable for studying the

ystem of BBG–DNA. The pH of buffer greatly affects the
ormation of complex BBG–DNA, the NH3–NH4Cl buffer of
ifferent pH values were selected as supporting electrolyte to

C
G
6

p

18–36 �i′′p = 5.155m+ 1282 0.9934 (n = 8)

etermine the formation of the complex. BBG and DNA con-
entrations were fixed at 1.0 × 10−5 mol L−1 and 5.0 �g mL−1,
espectively. �i′′p primarily increased and then decreased with
he increasing of pH value and it reached its maximum at pH 8.0.
n optimal pH of 8.0 was therefore chosen. In the final 10 mL

olution, 0.5–2.0 mL of NH3–NH4Cl buffer solutions were suit-
ble. But the amount of buffer was 1.0 mL, which�i′′p produced
he maximum. Therefore, 1.0 mL NH3–NH4Cl was selected for
ubsequent characterizations.

.4.2. Effect of BBG concentration
The effect of BBG concentration on the system was studied

ith10.0 �g mL−1 DNA .The result showed that �i′′p increased
rstly and then decreased with increasing the concentration
ytosine 10.0 −1.4
uanine 10.0 −2.7
-Azouracil 10.0 −1.8

a Values in percent.
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Table 3
Result of determination of DNA samples

Sample DNA (�g mL−1) DNA added (�g mL−1) DNA found (�g mL−1) Recovery (%)

1 5.0 2.0 7.10 105
2 5.0 4.0 8.99 99.7
3 5.0 5.0 10.05 101
4 5.0 6.0 11.24 104
5 5.0 7.0 11.71 95.8

Table 4
Comparison of determination result for serum samples by fluoresence PCR and electrochemical method

Method 1 2 3 4 5

F 103
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luoresence PCR (copies mL−1) 5.52 × 103 1.26 ×
lectrochemical method 5.40 × 103 1.35 ×

.4.3. Effect of ionic strength
The effect of ionic strength on BBG–DNA system was inves-

igated by the addition of a strong electrolyte. The result shows
hat when NaCl solution was added to the BBG solution in the
resence of DNA, the peak current is sensitive to change of ionic
trength. The effect of ionic strength comes from the increasing
tability of the double helix of nucleic acids with increasing ionic
trength. As a controller of ionic strength of the solution, Na+ act
s counter ions to decrease the unwinding tendency due to elec-
rostatic repulsion between the negatively charged phosphate
roups on adjacent nucleotides. So the ionic strength controller
lso leads to change of the state of nucleic acids. Therefore,
ppropriate salt medium should be maintained [33].

.4.4. Reaction time, stability, and optimization of
nstrument conditions

The reaction between BBG and DNA occurs rapidly at the
mbient temperature within 10 min and keeps constant for at
east 35 min. So the system was equilibrated for 10 min to mea-
ure the samples. The scan rate and the dropping mercury static
eriod of the instrument for the assay were studied. The peak
urrent of the complex increases with increasing scan rate. The
can rate ranged from 50 to 1000 mV s−1 every other 100mV
nd �i′′p increased continually and �i′′p reached a maximum at

00 mV s−1. Also the peak current increased with increasing of
he static period and �i′′p decreased after the static period was
ore than 9 s. The static period for the assay was selected at 9 s

nd the scan rate was fixed at 600 mV s−1.

.5. The determination of DNA

.5.1. Calibration curve and limits of detection
In this paper, the linear sweep voltammetric technique was

pplied to determine the concentration of DNA. Under optimal
onditions, a linear relationship was obtained between �i′′p and

he concentration of DNA in 7.0 × 10−5 mol L−1 BBG solution.

he calibration regression equations for different concentration

ange were presented in Table 1. The�i′′p of BBG is proportional

o the concentration of DNA in the range of 0.10–36 �g mL−1.
he limit of detection of DNA is 0.04 �g mL−1.

N
a
2

<1.0 × 103 <1.0 × 103 <1.0 × 103

3.06 × 102 2.75 × 102 2.60 × 102

.5.2. Tolerance of the foreign substances
Under the optimum conditions, the influences of the foreign

ubstances such as metal ions, bases, surfactant, carbohydrate,
mino acids and protein were tested when the concentration of
NA was 1.0 �g mL−1 according to the standard procedure. The

nterference levels are summarized in Table 2. The experiment
esults indicated that small amounts of the foreign substances
id not disturb the determination of DNA.

.5.3. Analysis of sample and recovery test
The standard addition method was further evaluated for the

etermination of synthetic and practical samples of DNA. Syn-
hetic samples were prepared based on the interferences of
oreign substances and DNA of Hepatitis B Virus in serum sam-
le was obtained from the People’s Hospital of Shanxi province.
he analytical result is listed in Tables 3 and 4. Synthetic sample

ecovery was 95.8–105% with the assay. The relative standard
eviation was 3.5% for 5.0 �g mL−1 DNA (n = 10). The deter-
ination results of practical sample in Table 4 obtained by

lectrochemical method were consistent with those obtained by
uoresence polymerase chain reaction (PCR) method. It can be
een that DNA in samples can be determined with satisfactory
nd reliable results. This also means the proposed electrochem-
cal method is acceptable for the determination of DNA.

. Conclusion

Based on the interaction between BBG and DNA, a new
ethod for the detection of DNA was established. The method is

imple, rapid, reliable and cost-effective and can be used to deter-
ine DNA in serum sample. The intercalative binding between
BG and DNA was suggested by electrochemical method and

pectrophotometry.
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bstract

The chromatographic fingerprints of industrial o-toluic acid, m-toluic acid and p-toluic acid have been established by HPLC-UV detection
ccording to their impurity groups. HPLC separation of all relative substances involved in the groups was developed on a Kromasil C18 column by
sing methanol–water–NH4Ac-HAc buffer (100 mM, pH 4.70) 15/65/20 (v/v/v) as the mobile phase at a flow rate of 1.5 mL/min, and detection
as operated by UV adsorption at a wavelength of 254 nm. The ultraviolet spectra corresponding to each chromatographic peak were also recorded
or further identification of all components. Whether the limits of relative impurities residues in a toluic acid product are qualified or not can be
ntuitively estimated by analyzing its chromatogram with comparison to the fingerprint. This protocol has successfully provided some Chinese

anufacturers with a simple and feasible method for quality control of toluic acids for industrial use.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Chromatographic fingerprint analysis is a rational approach
or quality assessment of natural products such as herbal
edicine, etc., and the industrial products of natural origins such

s wine, edible oil and petroleum, etc., each of which contains
any compounds that may be relevant to the medical, nutrient or

ther putative activity [1–4]. A chromatographic fingerprint is, in
ractice, a chromatographic pattern of extract of some common
hemical components. This chromatographic profile is featured
y the fundamental attributions of “integrity” and “fuzziness”
r “sameness” and “difference” so as to chemically represent
he samples investigated. This strategy has been playing more
nd more important role in traditional Chinese medicine (TCM)
uality control [1]. In the last two to three decades, China has
een becoming a main exporter of fine chemical intermediate

FCI) in the world. FCI products require strict quality control
o enter the international market [5,6]. Analytical methods are
eeded not only to verify the product purity but also to iden-

∗ Corresponding author. Tel.: +86 25 83686075; fax: +86 25 83325180.
E-mail address: hzlian@nju.edu.cn (H. Lian).
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ify the nature of related substances existed, and are of primary
mportance in fine chemical industry [7,8]. Based on the cur-
ent situation of analysis and testing of fine chemicals including
ntermediates in China, we put forward the conception of FCI
hromatographic fingerprint and suggested that the fingerprint
hould be established by using the experience of TCM [6]. The
ignificance of the chromatographic fingerprint for research,
evelopment, manufacture and trade of FCIs was presented. The
easibility of establishment of FCI chromatographic fingerprints
as discussed, and moreover, the general procedures and the

ssential techniques for the strategy were introduced in detail
6]. Without doubt, HPLC is one of the dominating techniques
or this purpose. As exemplified with chromatographic finger-
rints of o-toluic acid (OTA), m-toluic acid (MTA) and p-toluic
cid (PTA) for industrial use, which have been built by HPLC
ombined with spectrophotometric detection, these fingerprints
ave been successfully applicable for the routine quality control
n some chemical plants manufacturing the three products.

OTA, MTA and PTA are all fundamental organic synthetic

nd fine chemical intermediates, and extensively used in pesti-
ides, medicines, dyestuff, and other fine chemicals. Although
here are many ways to obtain these three chemicals, the prepa-
ation is mainly based on the partial oxidation of o-, m- and
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-xylene, respectively, using different oxidants and catalysts,
tc. under certain conditions. So o-phthalic acid (OPA), m-
hthalic acid (MPA) and p-phthalic acid (PPA) would easily
e the byproducts of industrial OTA, MTA and PTA, respec-
ively, originating from the excessive oxidation of o-, m- and
-xylene. For OTA product, the formation of an additional impu-
ity phthalide (PA) may occur owing to the under-mentioned
eaction. Because most of xylenes as the input materials of toluic
cids contain more or less amount of toluene and ethylbenzene,
enzoic acid (BA) is inevitably present in all final products. In
ddition, the tiny isomers coexisting in a certain kind of xylene
roduce corresponding impurities in the reaction. For example,
s an isomer of o-xylene, p-xylene may be turned into PTA and
hen PPA as impurities in OTA product, such-and-such. To sum
p, in the final individual product of toluic acids, BA, OPA, MPA,
PA, even OTA, MTA and PTA, and sometimes PA are all the
ossible impurities [9–11]. Therefore, the contents of the rela-
ive substances in each toluic acid product have to be controlled
uring the manufacturing process.

Very few reports about the HPLC analysis with regard to
ndustrial toluic acids have been published up to date [12–15].
he analytical methods used only aimed at the purity assay of
single product such as MTA [12], or determination of impuri-

ies in a single product such as OTA [13] or PTA [14,15], OPA,
TA, PTA and their related impurities being just regarded as
aifs and strays. In fact, all of these compounds are interde-
endent and interknit. Accordingly, the term “impurity group”
as introduced to describe the integrated product profile that

s composed of all relative substances existed reasonably and
llowably in a FCI product. For instance, BA, OPA, MPA, PPA,
TA, PTA and PA constitute the impurity group of industrial
TA, also, BA, OPA, MPA, PPA, OTA and PTA constitute that
f industrial MTA, and BA, OPA, MPA, PPA, OTA and MTA
onstitute that of industrial PTA, respectively. Therefore, fin-
erprints of OTA, MTA and PTA products can be drawn based
n their impurity groups. In this paper, an HPLC-UV method
or the simultaneous determination of eight chemicals specified
as been developed. The optimization of the experimental con-
itions was comprehensively investigated. On the basis of good
eparation and reliable determination, furthermore, we estab-
ished the chromatographic fingerprints of OTA, MTA and PTA
roducts, by which quality assessment could be facilitated of
ndustrial toluic acids.

. Experimental

.1. Apparatus
Instrumentation for HPLC analysis included a Varian 5060
iquid chromatograph (Varian, Walnut Creek, USA), a Rheodyne
725i injector valve equipped with a 10-�L loop (Rheodyne,
otati, USA), a Waters 486 tunable UV absorbance detec-

o
f
M
r
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or (Waters, Milford, USA). Data acquisition and processing
as performed on a JS-3050 chromatographic working sta-

ion (Dalian Johnsson Separation Science and Technology Cor-
oration, Dalian, PRC). The UV spectra of eight chemicals
ere obtained by Waters Alliance 2695 Separations Module

quipped with a vacuum degasser, a quaternary pump, an auto-
ampler and a 996 UV–vis photodiode-array detector (PDA),
nd Millinium32 chromatography manager system (Waters). The
atter HPLC system also was used to assess the comparability
f chromatographic fingerprints in different apparatus.

.2. Reagents and chemicals

Reference substances (RS) of OTA, MTA, PTA, OPA, MPA,
PA and PA (99.0% purity) were purchased from Shanghai
irst Reagent Factory (Shanghai, PRC), Tianjin Second Reagent
actory (Tianjin, PRC), Nanjing Chemical Reagent Factory
Nanjing, PRC) or Taixing Seventh Chemical Factory (Taizhou,
RC). RS of BA (99.5%, purity) was from Shanghai First
eagent Factory. Industrial products of toluic acids were kindly
rovided by various manufacturers of China. Methanol was
PLC grade (Hanbang Sci & Tech Co. Ltd., Jiangsu, Huai’an,
RC). Water was Wahaha purified water (Wahaha Group Ltd.,
angzhou, PRC).

.3. HPLC conditions

The column was a Kromasil C18, 150 mm × 4.6 mm i.d.,
acked with 5 �m particle (Hanbang). The mobile phase
as methanol–water–buffer (15/65/20, v/v/v). The buffer was
H4Ac-HAc (100 mM, pH 4.70). The separation was carried
ut by isocratic elution with a flow rate of 1.5 mL/min and
he column temperature was constantly maintained at 30 ◦C.
he optimum UV wavelength was 254 nm and 10 �L each was
pplied into HPLC system.

. Results and discussion

.1. Development of analytical method

.1.1. Linear range and detection limit
Individual OTA, MTA, PTA, OPA, MPA, PPA, PA and

A standard stock solutions (1.0 mg/mL) used for calibration
urpose were prepared by separately weighting about 25.00 mg
f RS into eight 25-mL volumetric flasks and adding methanol
o make up to the mark. Then transfer each stock solution
.50 mL into a 25-mL volumetric flask, mix and add methanol
o the volume. The final concentration of each component in
his mixed standard solution was 100 �g/mL. Its chromatogram
s shown in Fig. 1. Mixed standard solutions at concentration
f 0.2–80 �g/mL each component were prepared by serial
ilution of the above mixed standard solution with methanol.
inear relationship between peak areas versus concentrations

f standards were obtained within the range 0.2–100 �g/mL
or PPA, 0.4–100 �g/mL for OPA, and 0.6–100 �g/mL for

PA, BA, PA, OTA, MTA and PTA, respectively. The
egression equations with correlation coefficients (r) were
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ig. 1. Chromatogram of standard solution of mixture, 0.1 mg/mL each. Peaks:
1) PPA; (2) MPA; (3) OPA; (4) BA; (5) PA; (6) OTA; (7) MTA; (8) PTA.

PPA = 1.493 × 105CPPA + 33.262 (0.9995), AMPA = 1.011 ×
04CMPA + 2.488 (0.9994), AOPA = 2.847 × 104COPA − 5.912
0.9997), ABA = 2.015 × 104CBA − 3.182 (0.9998), APA =
.270 × 104CPA − 5.757 (0.9996), AOTA = 1.587 × 104COTA −
0.715 (0.9998), AMTA = 1.936 × 104CMTA − 21.343 (0.9995)
nd APTA = 7.688 × 104CPTA − 26.153 (0.9999). The limits
f detection (S/N = 3) were 0.05 �g/mL for PPA, 0.1 �g/mL
or OPA, 0.2 �g/mL for MPA, BA, PA, OTA and PTA, and
.4 �g/mL for MTA, respectively.

.1.2. Precision of method
The sample solution for the impurity analysis was prepared

y weighting accurately about 30 mg of toluic acid industrial
roduct into a 10-mL volumetric flask and adding methanol to
ake up to the mark. The peak area relative standard deviations

R.S.D.s) of five injections were 4.5, 1.8, 1.6, 1.7% for OPA,
A, PA and MTA in an OTA sample solution, 1.0 and 5.2% for
A and OTA in a MTA sample solution, and 1.2% for PPA in
PTA sample solution, respectively. The analytical results of

mpurities in three representative OTA, MTA and PTA indus-
rial products, with the intra-day and inter-day precision, are
ummarized in Table 1.

.1.3. Choice of experimental conditions

.1.3.1. Effect of mobile phase pH. An important factor for
he separation of these eight compounds is pH of mobile
hase. The composition of the mobile phase was fixed at
ethanol–water–NH4Ac buffer (100 mM) (15/65/20, v/v/v).
he buffer pH value was adjusted from 3.75 to 6.08 by acetic
cid or ammonia (Fig. 2). Except for PA, the retention times
f the other seven organic acids are reduced when the mobile
hase pH increases. This is because PA is a lactone other than
n acid, which retention time does not alter with pH. It is inter-
sting that the retention time change of OPA is not evident. This
ay be explained by the following reason. A hydrogen bond
akes place between the adjacent carboxylic groups in OPA,
educing the amount of free carboxylic acid that is prone to dis-
ociate in aqueous mobile phase. As a result, eight compounds
ould be completely separated when pH is about 4.70, which Ta
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ig. 2. Effect of mobile phase pH. Lines: (1) PPA; (2) MPA; (3) OPA; (4) BA;
5) PA; (6) OTA; (7) MTA; (8) PTA.

as selected as the pH of the mobile phase in the following
xperiments.

.1.3.2. Effect of ionic strength in mobile phase. When
ethanol content was fixed at 15% we also observed the effect

f the buffer concentration in mobile phase on separation by
dding different proportion of NH4Ac-HAc solution (100 mM,
H 4.70). It was found that the buffer concentration in the range
f 10–80% has little influence on the retention times of all eight
ompounds involved, but their retention times slightly increased
hen the proportion was below 10%. Accordingly, we chose
0% as the buffer proportion, that is, the concentration of buffer
n the holistic mobile phase was 20 mM.

.1.3.3. Effect of the methanol content in mobile phase. In
his experiment, we fixed the proportion of NH4Ac-HAc buffer
100 mM, pH 4.70) and adjusted the content of methanol ranging
rom 10 to 60% in mobile phase. By comparing with separation

henomenon under various methanol contents, it indicated that
ight compounds could be separated perfectly on baseline when
ethanol proportion was 15%.
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able 2
imilarity of 10 industrial OTA samples

o. OPA BA

Content (%) R.S.D. (%, n = 3) Content (%) R.

0.04 3.7 0.14 1.2
0.04 3.9 0.14 1.5
0.02 3.5 0.14 3.2
0.03 3.3 0.17 2.9
0.04 3.7 0.14 1.9
0.04 2.9 0.15 1.7
0.04 3.9 0.15 2.1
0.04 3.8 0.15 2.3
0.04 3.9 0.15 2.1

0 0.04 3.9 0.15 2.1

verage 0.04 – 0.15 –
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.2. Chromatographic fingerprints of toluic acids for
ndustrial use

.2.1. Identification and verification of impurities in toluic
cids

PDA detection following HPLC separation can provide on-
ine ultraviolet spectrum for each individual peak in chro-

atograms of toluic acids. In addition to retention time, UV–vis
nformation makes the qualitative analyses of related impuri-
ies much easier and more reliable. Thus, ultraviolet spectra
f eight compounds of the impurity groups were recorded by
DA (not shown) and employed for peak purity checking and
eak identification in order to ensure the accuracy of chro-
atographic fingerprints for toluic acids. For a certain toluic

cid industrial product, the existence of impurities with spectra
ut of those included in its impurity group suggests that this
roduct should be a questionable one. Consequently, the pro-
osed fingerprints contain both chromatographic and spectral
nformation.

.2.2. Establishment of fingerprints and similarity of toluic
cids

We are able to use the chromatographic technique to obtain a
elatively complete profile of a FCI product, which is in common
alled chromatographic fingerprint to represent the so-called
quivalence. Obtaining a good fingerprint depends on many
actors. The most important one is that a lot of samples of dif-
erent sources must be analyzed to ensure representativeness,
eliability and repeatability. The integrated feature of the chro-
atographic fingerprint of OTA industrial product can be clearly

hown in Fig. 3a. Despite tiny differences, the chromatograms
re fairly constant from one batch to the next, and equivalence in
hese profiles is obvious. The construction of a chromatographic
ngerprint aims at evaluating the quality of an intermediate. As
iscussed above, the fundamental reason of quality control was
ased on the concept of equivalence, then used this conception
o identify the real one and the false one, and further com-

leted precise determination. Thus, the intuitive screen method
s to compare the shape similarity of the chromatographic fin-
erprints. The most commonly used standards for evaluation
f similarity of the multivariate systems was Euclidean dis-

PA Similarity

S.D. (%, n = 3) Content (%) R.S.D. (%, n = 3)

0.20 1.4 0.9515
0.20 1.7 0.9420
0.25 3.3 0.8717
0.28 2.8 0.7983
0.20 2.1 0.9349
0.20 2.0 0.9424
0.20 1.9 0.9365
0.20 1.5 0.9688
0.20 0.9 0.9442
0.20 1.9 0.9442

0.21 – 1
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Table 3
Similarity of 10 industrial MTA samples

No. BA OTA Similarity

Content (%) R.S.D.
(%, n = 3)

Content
(%)

R.S.D.
(%, n = 3)

1 0.69 2.4 0.12 3.5 0.9381
2 0.70 2.7 0.13 2.9 0.9376
3 0.64 2.6 0.13 3.3 0.9409
4 0.66 3.1 0.13 1.9 0.9646
5 0.67 1.9 0.13 2.0 0.9579
6 0.68 2.6 0.28 3.4 0.8490
7 0.66 2.7 0.17 2.2 0.9875
8 0.64 2.4 0.16 3.5 0.9645
9 0.64 1.8 0.17 2.9 0.9642
10 0.63 2.5 0.16 3.3 0.9531
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So prescreening defective products by FCI fingerprint is an eco-
nomical method for quality control. It is of great significance
for many manufacturers in developing countries especially in
China.

Table 4
Similarity of 10 industrial PTA samples

No. PPA Similarity

Content (%) R.S.D. (%, n = 3)

1 0.05 0.8 0.9881
2 0.05 0.9 0.9797
3 0.04 1.4 0.9726
4 0.05 0.7 0.9961
5 0.04 1.2 0.9589
6 0.05 1.1 0.9956
7 0.05 0.9 0.9343
8 0.05 2.0 0.9904
ig. 3. Chromatographic fingerprint of industrial toluic acids: (a) OTA; (b) MTA;
c) PTA. Peaks: same as in Fig. 1.

ances similarity [1,16]. The similarity of 10 OTA industrial
roducts is shown in Table 2. By the same way, we obtained
he chromatographic fingerprints of MTA and PTA industrial
roducts (Fig. 3b and c). The results of similarity are shown in
ables 3 and 4. As can been seen, relative substances construct-
ng a toluic acid fingerprint must fall on the respective impurity
roup, but the number of these substances is not exactly equal
o that in the group. Sometimes, the components of a FCI impu-

9
1

A

verage 0.66 – 0.16 – 1

ity group should depend upon the synthesis approach, raw and
rocessed materials used, subsequent application and the spec-
fication requirements in international markets.

.2.3. Application of chromatographic fingerprints
Once a correct and reliable chromatographic fingerprint is

stablished, we can know if a product is up to sample or not. If
he chromatogram of some toluic acid product is similar with
ts fingerprint, we can rapidly estimate that it is primarily eli-
ible. Otherwise, it is unqualified. In other words, abnormal
hromatograms imply failed products. For these failed products,
t is not necessary to carry through further analysis and testing. A
hole set of multi-items and multi-step analytical procedure for
FCI quality inspection normally is laborious, time-consuming
nd costly. On the other hand, it is impractical for chemical facto-
ies to elucidate any unknown impurities structurally, which gen-
rally needs combining HPLC-mass spectrometry (MS) and/or
PLC-nuclear magnetic resonance spectroscopy (NMR) [7,8].
0.05 1.5 0.9904
0 0.04 0.8 0.9718

verage 0.05 – 1
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ig. 4. Chromatographic fingerprint of OTA in other HPLC apparatus. Peaks:
ame as in Fig. 1.

.2.4. Comparison of chromatographic fingerprints in
ifferent apparatus

Using different HPLC apparatus, we would have similar chro-
atograms of toluic acid product under the same experimental

ondition. For example, Fig. 4 is a chromatographic fingerprint
f industrial OTA, which was obtained under chromatographic
onditions identical to Fig. 3a, but using another HPLC instru-
ent, Waters Alliance 2695-996 PDA. Comparing Fig. 4 with

ig. 3a, we can clearly find that the chromatographic profiles of
roduct (a), (b) and (c) look like those in Fig. 3a, although the
etention time of every component is a little shift. In addition,
roduct (d) and (e) contained an unknown impurity, MTA and

[
[
[
[
[

71 (2007) 264–269 269

TA, respectively, we can judge that they are unqualified. It is
hown that this is a comparable and propulsive protocol in differ-
nt laboratories, and even in different countries. Consequently,
hromatographic fingerprint would become a key technique for
CI quality control and a powerful support for the progress of
ne chemicals.
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Roth, J. Vejrosta, J. Chromatogr. A 1002 (2003) 13.
[3] M. Hajimahmoodi, Y. Vander Heyden, N. Sadeghi, B. Jannat, M.R. Oveisi,

S. Shahbazian, Talanta 66 (2005) 1108.
[4] L.S.M. Wiedemann, L.A. d’Avila, D. de A. Azevedo, J. Braz. Chem. Soc.

16 (2005) 139.
[5] H.Z. Lian, Fine Spec. Chem. 13 (2005) 6.
[6] H.Z. Lian, Fine Chem. Intermed. 34 (2004) 1.
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bstract

Multiple linear regression and projection pursuit regression were used to develop the linear and nonlinear models for predicting the gas-phase
educed ion mobility constant (K0) of 159 diverse compounds. The six descriptors selected by heuristic method were used as the inputs of the
inear and nonlinear models. The linear and nonlinear models gave very satisfactory results; the square of correlation coefficient was 0.9082 and
.9379, the squared standard error was 0.0043 and 0.0030, respectively for the whole data set. The proposed models can identify and provide some

nsight into what structural features are related to the K0 of compounds. They can also help to understand the separation mechanism in ion mobility
pectrometry. Additionally, this paper provided two simple, practical and effective methods for analytical chemists to predict the K0 of compounds
n ion mobility spectrometry.

2006 Elsevier B.V. All rights reserved.

rsuit r

fi
I
f

K

w
V
p
i
c

K

w
t

eywords: Ion mobility spectrometry; QSPR; Heuristic method; Projection pu

. Introduction

As a tool for the separation of mixtures of components, the
se of ion mobility spectrometry (IMS) has attracted great inter-
st in the past few years. The features of IMS, including high
peed, excellent detection limits, amenability to miniaturization,
nd ruggedness for field operation, make it an ideal analyzer in
pplications that require portability. Due to these advantages,
MS has been widely used for the rapid detection of explosives,
hemical agents, and toxic industrial chemicals [1–3]. In addi-
ion, it also can be used for high-throughput drug screening [4]
nd proteomics studies [5–7] by coupling ion mobility spec-
rometry (IMS) with time-of-flight mass spectrometry.

The basic concept of IMS is that an ion will drift at a constant
elocity when exposed to an electric field at ambient pressure.
he ion accelerates in the electric field before colliding with

neutral molecule and stopping [8]. The continuous series of

ccelerations and collisions leads to the apparent constant veloc-
ty. The ratio of the drift velocity of a given ion to the electric

∗ Corresponding author. Tel.: +86 931 891 2578; fax: +86 931 891 2582.
E-mail address: xjyao@lzu.edu.cn (X. Yao).
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egression

eld gives rise to the ion mobility value, typically denoted as K.
n most IMS instruments, the value of K can be derived from the
ollowing equation [9]:

= L2

Vt
(1)

here L is the length of the drift tube region of the spectrometer,
is the applied voltage, and t is the drift time of the ion. For

urposes of standardization, the reduced mobility constant, K0,
s typically reported for any particular analyte ion. K0 values are
alculated using the following equation [9]:

0 = K

(
273

T

)(
P

760

)

(2)

here T is the operating temperature of the instrument and P is
he current ambient pressure. The standardized ion mobility is
articular for a particular ion and not dependent on the experi-
ental condition, which provides the possibility to predict the

educed mobility constant from molecular structure alone [8,10].

In addition, the prediction of K0 values is very important for

everal reasons. First, the basic mechanism in IMS technique
iscussed above is the differences in the analytes’ ion mobility,
o ion mobility is the most important parameter governing the
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eparation of solutes in IMS. At the same time, the determination
y experiments is often costly and time-consuming. Thus any
ttempt to provide a computational method to calculate the ion
obility is very useful. Second, there are limited experimental
0 values that have been published. Third, predicted K0 val-
es may provide an initial value for algorithms used to calibrate
nstrument-specific measurements. Finally, a prediction equa-
ion could provide valuable insights into the principle dynamics
hat have the greatest effects on ion mobility.

There have been some studies on the prediction of K0. A
ethod for calculating K0 directly from structure has been

eported [11]. Prior to that report, there was no known way to
ccurately predict K0 values for diverse sets of organic com-
ounds. Several efforts to correlate K0 with ion mass have been
eported. The correlation between the mass and the inverse of
obility has been applied to homogeneous sets of compounds
ith some success. However, the obtained results were not satis-

actory when applied to a diverse set of compounds [12–15]. Jurs
nd co-workers developed a neural network model, which was
ble to predict K0 values with over 99% accuracy for a defined set
f relatively simple compounds [11] and a somewhat lower (i.e.,
1.1%) accuracy for an expanded set containing more diverse
ompounds [9]. The weights and node links of neural nets are
onstructed to optimize predictions by specific criteria, how-
ver, without providing the user a method of relating inputs to
redictions. Although this model has good predictive ability, it
s difficult to interpret the relationship between the inputs and
esponse. Tolley et al. built several models using multiple lin-
ar regression method for different groups [16]. An R2 value
f 80.1% between the calculated K0 values and measured K0
alues was obtained for 162 compounds. When two outliers
ere removed, the predictability increased to an R2 value of
7.4%. This model is difficult to generalize because it has dif-
erent regression equations for different series of compounds. In
ddition, the model was not tested by the external test set.

In the present investigation, the calculated descriptors based
n the software CODESSA from structure alone were used to
redict the reduced ion mobility constants of a more diverse
et of 159 compounds by using the heuristic method (HM) and
rojection pursuit regression (PPR). The aim was to explore the
obility behavior of these compounds in ion mobility spectrom-

try, to establish a new quantitative structure–mobility relation-
hip (QSMR) model to seek for the structural factors affecting
he mobility behavior of these compounds in ion mobility spec-
rometry and the essential difference of the different compounds.
he predicted results were very satisfactory for both training set
nd test set compounds. Moreover, the HM and PPR methods
sed in this investigation are very simple, effective and practical
egression methods for chemists.

. Methods

.1. Data set
The gas-phase reduced ion mobility constants (K0) of 162
ompounds with diverse structures were collected from [16].
his reference indicated that two compounds, chloroacetophe-

t
s
c
i

(2007) 258–263 259

one and 3-xylyl bromide (3-methylbenzyl bromide) had very
arge residuals and should be taken out from the data set. In addi-
ion, the compound dichloro-(2-chlorovinyl) arsine contains an
rsenic atom (arsenic element has many special features). In
rder to build a general model, the rest 159 compounds were
tudied. The data set was randomly separated into a training set
f 120 compounds and a test set of 39 compounds. The training
et was used to build the model, and the test set was used to
valuate its prediction ability.

.2. Calculation and selection of the descriptors

To obtain a QSPR model, compounds are often represented
y the molecular descriptors. The calculation process of the
olecular descriptors is described as below: All molecules were

rawn into Hyperchem and pre-optimized using MM+ molec-
lar mechanics force field [17]. A more precise optimization
as done with semi-empirical AM1 method in MOPAC6.0

18]. All calculations were carried out at restricted Hartree
ock level with no configuration interaction. The molecular
tructures were optimized using the Polak-Ribiere algorithm
ntil the root mean square gradient was 0.01. With the final
eometry structures obtained by MOPAC as inputs, CODESSA
Version 2.63, Semichem, Inc.) software was used to calculate
ve classes of descriptors: constitutional (number of various

ypes of atoms and bonds, number of rings, molecular weight,
tc.); topological (Wiener index, Randic index, Kier-Hall shape
ndex, etc.); geometrical (moments of inertia, molecular volume,

olecular surface area, etc.); electrostatic (minimum and maxi-
um partial charges, polarity parameter, charged partial surface

rea descriptors, etc.); and quantum chemical (reactivity index,
ipole moment, HOMO and LUMO energies, etc.) [19].

After the calculation of descriptors, the heuristic method in
ODESSA was used to accomplish the pre-selection of the
escriptors and build the linear model. Its advantages are the high
peed and no software restrictions on the size of the data set. The
euristic method can either quickly give a good estimation about
hat quality of correlation to expect from the data, or derive sev-

ral best regression models. Besides, it will demonstrate which
escriptors have bad or missing values, which descriptors are
nsignificant, and which descriptors are highly intercorrelated.
his information will be helpful to reduce the number of descrip-

ors in QSAR/QSPR studies.
First of all, all descriptors are checked to ensure: (a) that

alues of each descriptor are available for each structure and
b) that there is a variation in these values. Descriptors for
hich values are not available for every structure in the data

re discarded. Descriptors having a constant value for all struc-
ures in the data set are also discarded. Thereafter, all possible
ne-parameter regression models are tested and insignificant
escriptors removed. As a next step, the program calculates the
air correlation matrix of descriptors and further reduces the
escriptor pool by eliminating highly correlated descriptors. All

wo-parameter regression models with remaining descriptors are
ubsequently developed and ranked by the regression correlation
oefficient R2. A stepwise addition of further descriptor scales
s performed to find the best multi-parameter regression models
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optimum subset size was achieved. The influences of the num-
ber of the descriptors on the correlation coefficient (R2) and the
standard deviation (s) were shown in Fig. 1. From Fig. 1, it can
be seen that six descriptors appear to be sufficient for a success-
60 H. Liu et al. / Tala

ith the optimum values of statistical criteria (highest values of
2, the cross-validated R2

cv, and the F-value).
The heuristic method usually produces correlations 2–5 times

aster than other methods with comparable quality [20]. The
apidity of calculations from the heuristic method renders it the
rst choice in practical research. Thus, in the present investi-
ation, we used this method to select descriptors and build the
inear model.

.3. Projection pursuit regression

Projection pursuit (PP) is a powerful tool for seeking inter-
sting projections of high dimensional data in one, two or three
imensions. It can overcome the curse of dimensionality. At
resent, projection pursuit has been applied in density esti-
ation, classification and regression problems [21–23]. In this

nvestigation, we mainly apply this technique to solve a regres-
ion problem. So, we only introduce the principle of projection
ursuit regression (PPR).

For many practical problems, the data is usually high dimen-
ional. It has been a common practice to use lower dimen-
ional linear projections of the data for visual inspection. The
ower dimension is usually 1 or 2 (or maybe 3). More pre-
isely, X1, . . ., Xn X ∈ IRp are p-dimensional data, then a k-
imensional (k < p) linear projections is Z1, . . ., Zn, Z ∈ IRk

here Zi =αTXi for some p × k matrix αsuch that αTα= Ik, the
-dimensional identity matrix. Such a matrix α is often called
rthonormal. Since there are infinitely many projections from
higher dimension to a lower dimension, it is important to

ave a technique to pursue a finite sequence of projections that
an reveal the most interesting structures of the data. Friedman
nd Turkey successfully implemented the idea combining both
rojection and pursuit, which is called projection pursuit (PP)
21].

The two basic elements of projection pursuit are: a PP index
nd a PP algorithm. A PP index, I(α), is a measure of how inter-
sting a projection byα is, where I(α) = I(α|X) implicitly depends
n the data X = (X1, . . ., Xn). The larger the index value, the
ore interesting the projection is. A PP algorithm is a numeri-

al optimization algorithm which maximizes the index over all
ossibleα. In the implementation of PP by Friedman and Turkey
21], the first several maxima found by a PP algorithm provide
he most interesting projections.

In a typical regression problem, (X, Y) is an observable pair
f random variables from a distribution F, where X ∈ IRp is a p-
imensional variable (called predictor) and Y ∈ IR is a response;
nd the goal is to estimate the regression function.

(x) = E(Y |X = x),

.e. the conditional expectation of Y given X = x, using a random
ample (X1, Y1), . . ., (Xn, Yn) from F. PPR approximates the

egression function f(x) by a finite sum of ridge functions

(m)(x) =
m∑

i=1

gi(α
T
i x) F

a

(2007) 258–263

where αi are p × k orthonormal matrices, m is the number of
idge functions. PPR model can be used to approximate a large
lass of function by suitable choices of αi and gi.

In this investigation, the PPR algorithm proposed by Fried-
an was used to construct a PPR model. In this algorithm,

i are found by smoothing operation that entails a backfitting.
pecially, given g(0) = 0, for i ≥ 1, it iteratively estimates αi by
aximum of an index and gi by a low dimensional nonpara-
etric regression estimate based on the projected data (zj, rj),
here rj = Yj − g(i–1)(Xj) are the residuals at the ith step and
i = αTi Xj, j = 1, ..., n. The procedure is repeated forward (and
erhaps a backward fitting is allowed to adjust for the previous
tted pair) until the residual sum of squares

∑
r2
j is less than a

redetermined values.
A different smoother for gi, or index, or fitting order may be

sed and hence yields a different PPR algorithm. In the present
ork, we used Friedman’s super smoother as an smoother. Fried-
an’s super smoother is a running lines smoother which chooses

etween three spans for the lines. If ‘span’ is specified, a single
moother with span ‘span * n’ is used, where ‘n’ is the number
f data points. PPR algorithm was performed using R script.

. Results and discussion

.1. The HM and MLR models

A total of 646 descriptors were calculated by the CODESSA
rogram for each compound. After the heuristic reduction, the
ool of descriptors was reduced to 192. To select the set of
escriptors that are most relevant to the mobility of compounds,
he linear models with the number of variables from 1 to 9
ere built. When adding another descriptor did not improve

ignificantly the statistics of a model, it was determined that the
ig. 1. Influence of the number of descriptors on the correlation coefficient (R2)
nd the standard deviation (s) of the regression models.
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Table 1
Descriptors, coefficients, standard error, and t-values for the best linear model

Descriptor Coefficient Error t-test value

Intercept 2.57E + 00 2.11E − 01 12.173
WPSA3 weighted PPSA (PPSA3*TMSA/1000) [Zefirov’s PC] −9.75E − 02 1.14E − 02 −8.5779
Max bonding contribution of a MO −5.40E − 01 8.87E − 02 −6.0938
Min atomic orbital electronic population 9.60E − 01 8.30E − 02 11.5654
Average Complementary Information content (order 0) −1.17E − 01 1.69E − 02 −6.9094
RPCS Relative positive charged SA (SAMPOS*RPCG) [Zefirov’s PC] −1.93E − 02 2.19E − 03 −8.794
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for the test set were R2 = 0.9067; F = 359.55; n = 39; s = 0.0047.
Fig. 2 showed a plot of the calculated versus experimental K0
for the training set and the test set.
NCG Relative negative charge (QMNEG/QTMINUS) [Quantum Chemical PC

2 = 0.9096, F = 255.04, s2 = 0.0047, n = 159.

ul regression model. Thus, the 6-parameter model was chosen
s the best linear model, which was given in Table 1.

By interpreting the descriptors in the regression model, it
s possible to gain some insight into factors that are likely to
overn the mobility of the compounds and understand which
nteractions play an important role during the separation of these
ompounds.

In this model, there are one topological descriptor, two elec-
rostatic descriptors and three quantum chemical descriptors.
ccording to the t-test, the most important descriptor is topo-

ogical descriptor average complementary information content
order 0) (ACIC0) [24]. The average complementary informa-
ion contents are defined on the basis of the Shannon information
heory. They can be calculated for different orders of neighbor-
oods, r (r = 0, 1, 2, . . ., ρ), where ρ is the radius of the molecular
raph G. At the 0th-order level, the atom set is partitioned solely
n the basis of its chemical nature. This descriptor can express
he size of the molecule. The high correlation between this
escriptor and the K0 indicates that the size of a compound is
he most important factor during the IMS separation process.

Both electrostatic descriptors, weighted PPSA
PPSA3*TMSA/1000) [Zefirov’s PC] and RPCS Relative
ositive charged SA (SAMPOS*RPCG) [Zefirov’s PC],
elong to CPSA (Charged Partial Surface Area) descrip-
or. The electrostatic descriptor WPSA3 weighted PPSA
PPSA3*TMSA/1000) [Zefirov’s PC], which equals to PPSA3
Atom Charged Weighted Partial Positive Surface Area)
ultiplied by total molecular surface area. RPCS [24,25]

s the product of the solvent accessible surface area of the
ost positive atom by the relative positive charge (RPCG).
he chemical charges in the molecule are calculated using

he approach proposed by Zefirov, based on the Sanderson’s
lectronegativity scale [19]. The two descriptors can roundly
eflect how charge is distributed in the molecule and loosely
how molecular size as well.

Three quantum chemical descriptors involved in the model
nclude RNCG relative negative charge (QMNEG/QTMINUS)
Quantum Chemical PC], max bonding contribution of a MO
nd Minimum atomic orbital electronic population, respectively.
he relative negative charge (RNCG) [19], a quantum-chemical
escriptor, represents or depends directly on the quantum-

hemically calculated charge distribution in the molecules. The
uantum chemical descriptor max bonding contribution of a MO
s related to the strength of intramolecular bonding interactions
nd characterizes the stability of the molecules [19]. Minimum
6.82E − 01 1.05E − 01 6.4832

tomic orbital electronic population for a given atomic species
n the molecule is a simplified index to describe the electrophilic
bility of the molecule. The first step of the IMS experiments
s to produce primary ions in a carrier gas from a neural gas

olecule. Thus, the K0 value is correlated with the stability and
he electrophilic ability of the molecules.

From the above discussion, we can conclude that the fac-
ors influencing the K0 of compounds in IMS process mainly
ncluded the molecular size, the electrostatic features and stabil-
ty of molecules. The best 6-parameter model gave a root mean
quare (RMS) error of 0.0047 and the corresponding correla-
ion coefficients (R2) were 0.9096, confirming the good fitness
apability of the model.

In QSPR study, generally, the quality of a model is expressed
y its fitting ability and prediction ability, and the prediction
bility is more important. To test the built model, the dataset
ere divided into a training set of 120 compounds and a test

et of 39 compounds. The training set was used to build model
nd test set was used to test the built model. Table 2 gave the
btained linear model for the training set based on the selected
arameters by using multiplier linear regression (MLR) method.
ith the test set, the prediction results were obtained, confirming

he predictive capability of the model. The statistical parameters
Fig. 2. Predicted K0 values vs. experimental values by MLR method.
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Table 2
The linear model of training set compounds based on the selected six parameters

Descriptor Coefficient Error t-test value

Intercept 2.60E + 00 2.40E − 01 10.8264
WPSA3 weighted PPSA (PPSA3*TMSA/1000) [Zefirov’s PC] −1.05E − 01 2.13E − 02 −4.9314
Max bonding contribution of a MO −1.94E − 02 2.53E − 03 −7.6754
Min atomic orbital electronic population −1.10E − 01 1.56E − 02 −7.0165
Average Complementary Information content (order 0) −5.44E − 01 9.90E − 02 −5.494
RPCS Relative positive charged SA (SAMPOS*RPCG) [Zefirov’s PC] 8.93E − 01 1.12E − 01 7.9651
RNCG Relative negative charge (QMNEG/QTMINUS) [Quantum Chemical PC] 7.36E − 01 1.18E − 01 6.2515
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Table 3
Comparison of Different QSPR Models for the prediction of the K0

Models s2 R2 F-test t-test Sig

Ref [16] 0.0092 0.7640 508.155 22.542 0.000
M
P

r
u
c

3
a

o
M
p
s
t

2 = 0.9116, F = 194.22, s2 = 0.0048, n = 120.

.2. The projection pursuit regression model

After building the linear MLR model, projection pursuit
egression was applied to build the nonlinear model. In this
nvestigation, all calculation programs implementing projection
ursuit regression were written in R-file based on R script.
or projection pursuit regression, there are several parame-

ers “nterms”, “optlevel” and “span” need to be determined.
he parameter “nterms” controls the number of terms to be

ncluded in the final model. The levels of optimization (argu-
ent ‘optlevel’) differ in how thoroughly the models are refitted

uring this process. At level 0 the existing ridge terms are not
efitted. At level 1 the projection directions are not refitted, but
he ridge functions and the regression coefficients are. Levels

and 3 refit all the terms and are equivalent for one response;
evel 3 is more careful to re-balance the contributions from each
egressor at each step and so is a little less likely to converge
o a saddle point of the sum of squares criterion. Span defined
he fraction of the observations in the span of the running lines
moother. In this investigation, the three parameters “nterms”,
optlevel” and “span” were determined as 6, 2 and 0.75, respec-
ively. The predicted results of the optimal PPR model were

hown in Fig. 3. The model gave an standard error of 0.0032
or the training set, 0.0022 for the prediction set and the cor-
esponding correlation coefficients (R2) were 0.9337, 0.9569,

Fig. 3. Predicted K0 values vs. experimental values by PPR method.
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R

LR 0.0043 0.9082 1565.98 39.572 0.000
PR 0.0030 0.9379 2345.35 48.429 0.000

espectively. From Fig. 3, it can be seen that the predicted val-
es are in agreement with the experimental values for most of
ompounds.

.3. Comparison of the results obtained by different
pproaches

To test the suitability of PPR model, we have compared the
btained predicted results for all 159 compounds by PPR and
LR with those obtained in [16]. Table 3 showed the statistical

arameters of the results obtained from the three studies for the
ame set of compounds. Thus, from the Table 3, it can be seen
hat this PPR model give the best results.

. Conclusion

Multiple linear regression and pursuit projection regression
ere used to develop the linear and nonlinear models for pre-
icting the K0 of 159 diverse compounds based on calculated
escriptors. Very satisfactory results were obtained with the pro-
osed methods. By analyzing the obtained results, it can be
oncluded that: (1) The proposed models could identify and
rovide some insight into what structural features are related
o the K0 of compounds and help to improve the understand-
ng for the separation mechanism of compounds in IMS. (2)
on-linear models using PPR produced better models with good
redictive ability than heuristic method. Non-linear relationship
an describe accurately the relationship between the structural
arameter and the K0 of the studied compounds. Additionally,
his paper provided two simple, practical and effective methods
or analytical chemists to predict the K0 of compounds in IMS.
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bstract

A simple, rapid, and accurate method for the separation and determination of alpinetin and cardamonin in Alpinia katsumadai Hayata was
eveloped by combination of flow injection (FI)–micellar electrokinetic chromatography (MEKC) for the first time. The analysis was carried
ut using an unmodified fused-silica capillary (50 �m i.d.; total length 13.6 cm; effective length 10.3 cm) and direct ultraviolet (UV) detection
t 214 nm. The sample throughput was 11–24 samples per hour using the background electrolyte (BGE) containing 4 mM sodium borate–8 mM

aH2PO4 (pH 8.1)–8 mM sodium dodecyl sulfate (SDS)–19% (v/v) ethanol. The repeatabilities (n = 4) reached relative standard deviation values

R.S.D.) of 3.0% and 2.5% for the peak areas and 2.5% and 3.1% for peak heights of alpinetin and cardamonin, respectively. Regression equations
evealed linear relationships (r2: 0.9993–0.9994) between the peak area of each analyte and the concentration. Recoveries were in the range 90–92%
nd 99–105% for alpinetin and cardamonin, respectively.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Alpinetin and cardamonin are the two major similar compo-
ents of the seeds of Alpinia katsumadai Hayata. They have long
een known to show many pharmacological activities includ-
ng antiemetic, depriving dampness, and expelling cold. The
nalytes are important due to its decoction of lower than 1%
oncentration stimulates, while that higher than 1% inhibits
he intestines of guinea-pigs in vitro [1]. So it is necessary to
stablish a suitable analytical method to evaluate or control the
uality of the herbal medicine. However, under acid or alka-
ine conditions, alpinetin (7-hydroxy-5-methoxyflavanone) and
ardamonin (2, 4-dihydroxy-6-methoxychalcone) can transfer
ach other (see Fig. 1). Hitherto, only high performance liquid

hromatography [2] has been reported for the separation and
etermination of alpinetin and cardamonin. No application of
E has been reported.

MEKC, which was first introduced by Terabe et al. [3], has
een widely used to separate nonionic compounds using the

∗ Corresponding author. Tel.: +86 931 8912763; fax: +86 931 8912582.
E-mail address: chenxg@lzu.edu.cn (X. Chen).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
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monin; Alpinia katsumadai Hayata

lectrokinetic phenomena, and it is also applied to improve the
eparation selectivity of charged analytes [4,5]. However, the
iscontinuous sample introduction mode confined the sample
hroughput and precision. Compared to conventional sample
ntroduction for CE, the combined FI–CE system provides a
ontinuous, reproducible, and readily automated sample intro-
uction means with enhanced sample throughput and improved
epeatability [6–13]. Previous studies have indicated that MEKC
s the method of choice for separation of mixtures of small

olecules, such as pharmaceutical agents [14–16]. In this paper,
n FI–MEKC method was firstly developed for the separation
nd detection of alpinetin and cardamonin. The method was sim-
le, rapid, and continuous automated sampling technique, and
t was also applied to the analysis of alpinetin and cardamonin
n A. katsumadai Hayata with good results.

. Experimental
.1. Chemicals and materials

Alpinetin and cardamonin were obtained from the National
nstitute for the Control of Pharmaceutical and Biological
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Fig. 1. Structures of (1) alpinetin and (2) cardamonin.

roducts, China. The purity of standard analytes was checked
y determined alpinetin and cardamonin by FI–CE, respectively.
n this study, we obtained single peak for alpinetin and carda-
onin, respectively. The crude drug of A. katsumadai Hayata
as purchased from local drug store. Ethanol was purchased

rom Tianjin Chemical Corporation (Tianjin, China). SDS was
urchased from Tianjin Guangfu Fine Chemical Institute (Tian-
in, China). All chemicals were of analytical reagent grade and
ere used as received. All solution and buffer were made in
istilled water. Distilled water was used in all the experiments.

.2. Solutions preparation

Stock standard solutions of alpinetin and cardamonin were
repared in ethanol (500 �g/mL), degassed in an ultrasonic bath
nd filtered through a 0.45 �m membrane filter. Standard solu-
ions, ranging 10–500 �g/mL of alpinetin and cardamonin, were
repared from stock standard solutions with ethanol. The car-
ier solution (functioning also as BGE) was freshly prepared.
he BGE for the studies was 4 mM sodium tetraborate–8 mM
aH2PO4 (pH 8.1) containing 8 mM SDS–19% (v/v) ethanol.
he BGE was prepared daily from stock solution of 0.1 M
odium tetraborate, 0.1 M NaH2PO4, 0.2 M SDS and ethanol.
he buffer pH was determined before addition of the organic
odifier.

.3. Sample preparation

The powdered (2 g) of A. katsumadai Hayata was accurately
eighed and extracted with 35 mL ethanol in an ultrasonic
ath for 1 h, and filtered through 0.45 �m syringe filters. The
xtracted solution was directly injected into the CE equipment
y the FI system. All solutions were filtered through 0.45 �m
yringe filters before use.

.4. Apparatus

All electrophoresis experiments were performed with an
PE-100 CE system with 12 kV maximum voltage (Bio-Rad,
ercules, CA) equipped with a UV absorbance detector. Detec-

ion was done by absorption at 214 nm. Uncoated fused-silica
apillaries of 50 �m i.d., 375 �m o.d., and 13.6 cm total length
10.3 cm effective length) were purchased from Yongnian Opti-
al Fiber Factory (Handan, Hebei, China). Chroma chromatog-

aphy collection system (Bio-Rad) was used for data acquisition
nd manipulation.

A K-1000 flow injection analyzer (Hitachi, Japan) was
quipped with a peristaltic pump, a 16-way injection valve and a

3

h
s

(2007) 155–159

lunger pump. 0.5 mm i.d. polytetrafluoroethylene (PTFE) tub-
ng was used for connecting all components of the FI system,
ncluding 33 cm length transport line from the valve to an H-
hannel microchip, which was used to combine the FI system
nd the CE instrument. The detailed description of the H-channel
as been given elsewhere [9]. A sample loop and two reagent
oops were made from PTFE. The time period for the injecting
ample was defined through man/access mode.

.5. Operation procedure

An unmodified fused-silica capillary was used for all anal-
sis. At the beginning of each working day, the capillary
as flushed sequentially with distilled water (5 min), 0.1 M
aOH (5 min), and distilled water (5 min), followed by run-
ing buffer (5 min) from the capillary outlet reservoir using a
ater-circulating vacuum pump. Simultaneously the CE instru-
ent was warmed up until a stable baseline was achieved. The

apillary was left filled with distilled water overnight.
For the FI operations, the carrier stream was driven by the

lunger pump, and in turn was passed through a pressure damper,
pressure gauge, and the 16-way valve. A sample solution and

wo carrier solutions (In this study, there was not reaction, and
arrier solution was injected into reagent loop.) were delivered
o a sample loop and two reagent loops (volume: 20 �L, respec-
ively) in the 16-way injection valve by the peristaltic pump,
espectively. Injection of the sample and the carrier solutions
nto the carrier stream was carried out by actuating automati-
ally the 16-way valve. The sample solution was sandwiched
y the carrier solutions and transported through the connecting
onduit into the anodic reservoir, where the flow was split and a
raction of the sample zone injected by FI system was introduced
nto the separation capillary by electrokinetic means. A series
f samples was injected continuously without interrupting the
igh voltage (3.4 kV).

. Results and discussion

.1. Selection of electrolyte solution

Since the separation mechanism in MEKC involves partition-
ng between the mobile phase, any manipulation of the buffer
ystem will have some effect on the distribution coefficient and
herefore on the migration of solutes [17]. The mixed buffer of
odium borate and phosphate has been reported [18]. In addition
o stable pH, the borate ions can form complexes with phenols,
hich enhance the selectivity for phenols separation [19]. In this

tudy, the analytes wholly overlapped without sodium borate in
uffer. The effect of the concentrations of borate–phosphate on
he separation was studied in the range from 11 mM to 17 mM.
he buffer containing 4 mM sodium borate and 8 mM NaH2PO4
t pH 8.1 was found to produce the highest resolution.
.1.1. Effect of ethanol
When organic solvent was added in the running buffer, the

ydrophobicity and ionic strength of buffer were changed, con-
equently resulting in the change of the EOF and the resolution.
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Fig. 2. Influence of SDS concentrations on the migration time and resolu-
tion of the peaks (�, resolution of alpinetin and cardamonin) and migra-
tion time (�, alpinetin, ©, cardamonin). Conditions: 50 �m i.d. × 375 �m
o.d. × 13.6 cm length (10.3 cm effective length), uncoated; buffer, 4 mM sodium
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Final conditions were 4 mM sodium borate–8 mM NaH2PO4

(pH 8.1)–8 mM SDS–19% (v/v) ethanol, 3.4 kV voltage, 20 �L
sample volume, 214 nm UV detection, 1.36 mL/min flow rate of
buffer solution.

Fig. 3. Recordings of five consecutive injections of a standard mixture
orate–8 mM NaH2PO4 (pH 8.1)–19% (v/v) ethanol, voltage, 3.0 kV; detection
avelength, 214 nm; sample volume, 20 �L; carrier flow rate, 1.32 mL/min;

ample: 100 �g/mL alpinetin and cardamonin.

n this study, peak splitting was observed when the concentration
f ethanol was below 13% (v/v). So we investigated the effect
f ethanol contents changed from 15% to 23% (v/v) on the sep-
ration behavior of alpinetin and cardamonin. When the amount
f ethanol was increased from 15% to 23% (v/v), there was an
ncrease in the migration time, and the resolution between the
nalytes was reduced. It may be because the fact that the use of
thanol at low concentrations increases the migration time for
wo reasons: (1) an increase in viscosity of the running buffer
nd (2) addition of ethanol changes in hydrophobicity of mobile
hase resulting in different distribution of analytes between the
seudostationary phase and mobile phase, and changes in charge
nd solvation of analytes in the mobile phase. However, peak
hape (height/width) of cardamonin was greatly improved with
ncreasing ethanol. On considering the resolution, migration
ime and peak shape of the analytes, the optimized concentration
f ethanol was selected at 19% (v/v).

.1.2. Effect of SDS
In MEKC mode, micelles added to the buffer solution form

ith the neutral compound a charged complex with an effective
lectrophoretic mobility [20]. The differential partition of the
eutral species in the retentive phase obtained gives rise to the
eparation due to their differential migration rates [5]. A signif-
cant variable for MEKC separation optimization is surfactant
oncentration. Influence of the SDS on the resolution and migra-
ion time of alpinetin and cardamonin was studied in a range from
mM to 12 mM using 4 mM sodium borate–8 mM NaH2PO4

pH 8.1)–19% (v/v) ethanol, 1.32 mL/min rate, 20 �L sample
oop volume and 3.0 kV applied voltage. Based on the struc-
ure and hydrophobicity of the compounds, the separation was
ffected by the SDS concentration differently (Fig. 2). When the

oncentration of SDS was increased from 2 mM to 12 mM, there
as an increase in the migration time from 5.09 min to 6.52 min

or cardamonin, however, the migration time of alpinetin was
ecreased. It can be seen in Fig. 2 that the resolution increased

o
5
b
3
1
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ith increasing SDS concentration. Although 6 mM SDS can
chieve baseline separation, it was unfavorable to the analytes’
eparation in real samples. Accordingly, the SDS concentration
as fixed at 8 mM for the following experiments.

.1.3. Effect of flow rate
With fixed sample injection volumes, the carrier flow rate

etermined the residence time of the sample zone within the
ow-through reservoir and therefore the time available for
lectrokinetic split-sampling into the capillary [21]. We inves-
igated the effect of flow rate changed from 0.76 mL/min
o 1.5 mL/min on the separation behavior of the analytes
sing 4 mM sodium borate–8 mM NaH2PO4 (pH 8.1)–8 mM
DS–19% (v/v) ethanol. With increasing flow rate, the migration

ime was shortened, however, the peak area of the analytes was
ecreased, and a higher flow rate consumed more buffer solu-
ion. On considering the resolution of these analytes, peak area,
nd consumption of buffer solution, 1.36 mL/min was finally
hosen as the flow rate of buffer solution.

.1.4. Effect of separation voltage
Attempts were made to optimize the separation condition by

sing different applied voltages ranging from 2.6 kV to 3.8 kV.
s may be expected, increasing the voltage gave shorter migra-

ion times, but this also caused the decrease of resolution and
eak area. It was probably owing to an increase in the EOF. The
ower voltage would result in longer broadening peaks due to dif-
usion effects. In this study, when separation voltage was higher
han 3.4 kV, the migration times of the analytes were shortened,
owever, the analytes in real samples could not be completely
eparated with unknown peak. With concurrent considerations
n peak area, peak shape, migration time, and resolution, the
eparation voltage finally chosen was 3.4 kV.

.1.5. Final optimization
f alpinetin and cardamonin. Peaks: 1 = alpinetin, 2 = cardamonin. Sample:
00 �g/mL alpinetin and cardamonin. Separation condition: 4 mM sodium
orate–8 mM NaH2PO4 (pH 8.1)–8 mM SDS–19% (v/v) ethanol, voltage,
.4 kV; detection wavelength, 214 nm; sample volume, 20 �L; carrier flow rate,
.36 mL/min.
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Table 1
Analytical performance of the FI–CE and HPLC methods in pharmaceutical preparation testing system (n = 7)

Alpinetin Cardamonin

FI–MEKC HPLCa FI–MEKC HPLC

Peak area R.S.D. (%) 3.0 – 2.5 –
Peak height R.S.D. (%) 2.5 0.75 3.1 1.2
Regression equation y1 = 106.44x1 + 111.91b y2 = 0.00023x2 + 0.00175c y1 = 139.28x1 − 866.15 y2 = 0.000203x2 − 0.000674
r2 0.9993 0.9992 0.9994 0.9996
LOD (S/N = 3) 3.6 �g/mL 445 mm/�g 4.9 �g/mL 582 mm/�g
Linear range 10–500 �g/mL 0.05–0.26 �g 10–500 �g/mL 0.05–0.26 �g
Migration time R.S.D. (%) 0.68 – 0.50 –
Analysis time of real sample (min) 6 14 6 14
Sample throughput (h−1) 11–24 – 11–24 –

a The data from reference [2].
b y1, peak area; x1, standard concentration (�g/mL).
c y2, peak height; x2, injected amount (�g/mL).

Table 2
Results for the determination of the two components in Alpinia katsumadai Hayata (n = 4)

Ingredient Content (mg/g) Concentration spiked (�g/mL) Concentration found (�g/mL) Recovery (%)

Alpinetin 5.8 ± 0.2 100 90 ± 4.8 91 ± 1.0
150 136 ± 7.3
250 229 ± 5.6

Cardamonin 5.2 ± 0.1 100 105 ± 5.1 103 ± 3.2
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ach value represents the mean ± S.D. (n = 4).

.1.6. Performance of the combined FI–CE
The regression equation, linear range, detection limits, and

epeatability were studied for the present FI–MEKC method.
alibration graphs were obtained by injecting standard solutions
t seven different concentrations. Each point on the calibra-
ion graph corresponded to the mean value obtained from three
ndependent peak area measurements. The equation of the cali-
ration curve was then used to calculate the concentrations of the
nalytes in sample. The repeatability of the method was deter-
ined with a standard mixture solution containing 500 �g/mL of

lpinetin and cardamonin. The analytes were repeatedly injected
nto the CE system every 4 min. Five consecutive injections were
erformed. The electropherograms obtained are shown in Fig. 3.

he peak areas were employed for quantification. The perfor-
ance of this method is summarized in Table 1. The sampling

requency achievable per hour could be estimated according to

ig. 4. Electrochromatogram of Alpinia katsumadai Hayata. Other conditions
s in Fig. 3.
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149 ± 8.6
261 ± 13.8

ang’s equation [21]. The limit of detection (LOD) was calcu-
ated as the peak height at a signal-to-noise ratio of 3 (S/N = 3).

.1.7. Application
To test the applicability of the developed method based

n FI–MEKC system, quantitative analysis was performed
nder the optimum conditions obtained from the experiments
escribed above. The method was applied to the analysis of
lpinetin and cardamonin in A. katsumadai Hayata. The contents
f the analytes are given in Table 2. The typical electrophero-
rams of A. katsumadai Hayata is shown in Fig. 4. The peaks
ere identified by the standard addition methods. The accuracy
f the methods and the potential matrix effects were estab-
ished by analyzing spiked samples. The results are presented in
able 2.

. Conclusions

In this paper, we adopted MEKC mode with ethanol as
rganic modifiers to improve resolution and avoid peak split-
ing. The coupling of FI system with CE equipment has been
uccessfully used to analyze alpinetin and cardamonin in A. kat-
umadai Hayata for the first time. The result indicates the FI
rovides repeatable and reliable sample introduction for CE. The
epeatability was 3.0% and 2.5% with peak area evaluation and

.68% and 0.50% with migration time evaluation for alpinetin
nd cardamonin, respectively. Furthermore, the capillary used
n above methods was relatively short (effective length 10.3 cm)
hich made the analysis time relatively short. The separation
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ould be achieved within 6 min (14 min in reference [2]). This
echnique does not need expensive chromatogram column, the
onsumption of organic reagent is lower and the replacing of
apillary is very convenient. This sample introduction scheme
as several compelling advantages over provided method in
he reference [2], including ease of operation and automation,
nhanced sampling frequencies (standard solution: 24 h−1, real
amples: 11 h−1).
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bstract

A critical comparison of the selected derivative principal component analysis (PCA) methods on the absorbance matrix data concerning the
omplexation equilibria between o-CAPAZOXS and Cd2+, Pb2+ and Zn2+ or m-CAPAZOXS and Cd2+, Co2+, Ni2+ and Zn2+ or p-CAPAZOXS and
d2+ and Zn2+ at 25 ◦C is provided. As the number of complex species in a complex-forming equilibria mixture is an important step in spectral data

reatment, the nine selected index functions for the prediction of the number of light-absorbing species that contribute to a set of spectra is critically
ested by the PCA. An improved identification with the second SD(AE) or third derivative TD(AE) and derivative ratio function ROD(AE) for
he average error criterion AE is preferred. After the number of various complexes formed the stability constants of species ML, ML2 (and ML3,
espectively) type logβ11, logβ12 (and logβ13, respectively) for the system of o-CAPAZOXS (ligand L) with the metals (the standard deviation
(logβpq) of the last valid digits is given in brackets) Cd2+ (6.39(5) and 11.51(9)), Pb2+ (4.24(2) and 9.01(2)) and Zn2+ (5.18(7) and 9.06(10)) and

or the system of m-CAPAZOXS with Cd2+ (6.59(20) and 11.51(32)), Co2+ (7.19(6) and 12.19(8)), Ni2+ (7.64(7) and 13.39(12)) and Zn2+ (4.83(3)
nd 9.57(3)) and for the system of p-CAPAZOXS with Cd2+ (6.44(5), 10.99(10) and 14.57(25)) and Zn2+ (6.84(16), 13.05(29) and 18.74(43)) at
5 ◦C are estimated using SQUAD(84) nonlinear regression of the mole-ratio spectrophotometric data. The computational strategy is presented
ith goodness-of-fit tests and various regression diagnostics capable of proving the reliability of the chemical model proposed.

matr

i

2006 Elsevier B.V. All rights reserved.

eywords: Principal component analysis (PCA); Factor analysis (FA); Rank of

. Introduction

The protonation and complex-forming equilibria of some
ulphoazoxine oligomers have been studied systematically in
he authors laboratory [1]. The protonation constants and the
umber of oligomer species for five 7-arylazo derivatives of 8-
ydroxyquionoline-5-sulphonic acid, sometimes differing only
n the steric arrangement of their molecules, viz. SNAZOXS and
aphtylazoxine 6S [1] or o-, m-, p-CAPAZOXS, were studied.
∗ Corresponding author. Tel.: +420 466037026; fax: +420 466037068.
E-mail address: milan.meloun@upce.cz (M. Meloun).
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ix; Number of species; Number of components; Spectrophotometer error

The five substances are frequently applied as metalochromic
ndicators in analytical practice, as they form complex compo–
nds, usually yellow in color, with a series of metals. Anal-
sis of solution equilibria is, in general, performed in several
teps: in the first step the number of components is determined,
nd then concentrations of all of the complex species involved
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Table 1
Estimated number of light-absorbing species nc = k and the experimental error, sinst(A) = sk(A) by the derivative technique of PCA methods (INDICES program) for
the o-CAPAZOXS (three metals), m-CAPAZOXS (four metals) and p-CAPAZOXS (two metals) complex-forming systems with different metals

System sk(A) R.S.D. RMS AE χ2 RPV ψ IE IND

o-CAPAZOXS
Cd2+ 3, 0.63 3, 0.56 3, 0.50 3, 0.50 5 3 1 8 8
Pb2+ 3, 0.56 3, 0.49 3, 0.40 3, 0.40 3 3 1 6 6
Zn2+ 3, 0.50 3, 0.46 3, 0.40 3, 0.40 3 3 1 5 5

m-CAPAZOXS
Cd2+ 3, 0.63 3, 0.20 3, 0.20 0.18 3 3 1 5 5
Co2+ 3, 0.50 3, 0.20 3, 0.20 0.16 3 3 1 5 5
Ni2+ 3, 0.71 3, 0.32 3, 0.28 0.25 3 3 1 6 6
Zn2+ 3, 0.63 3, 0.20 3, 0.18 0.16 3 3 1 8 5

p-CAPAZOXS
Cd2+ 4, 0.32 4, 0.18 4, 0.16 4, 0.11 4 4 1 6 6
Zn2+ 4, 0.25 4, 0.18 4, 0.16 4, 0.13 4 4 1 6 6

Predicted k and corresponding sk(A) [mAU] for precise methods and k for approximate methods. The n × m absorbance matrix is for n solutions with total concentrations
o Index
s χ2, B
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f cM, cL and cH, with molar ratio qM = cM/cL and measured at m wavelengths.
tandard deviation; RMS, root mean square error; AE, average error criterion;
unction; IND, factor indicator function.

re calculated. Several instrumental methods have been devised
or the second step, and depend on the chemical model of all
quilibria and the experimental design. Predicting the number
f components is pertinent to all methods of chemical model
etermination.

Determining the number of complex species in a mixture
ith the use of spectroscopic data is the first step towards fur-

her qualitative and quantitative analysis. Procedures for deter-

ining the chemical rank of a matrix comprising a variety of

mpirical and statistical methods based on principal compo-
ent analysis (PCA), have been reported and critically compared
1–9]. In the study of complex-forming equilibria, for instance,

2

p

able 2
he most probable chemical model in complex-forming equilibria of the m-CAPAZO
tandard deviations of the estimated stability constant, logβpqr(s(βpqr)) of the last va

m-CAPAZOXS + Cd2+ m-CAPAZOXS + C

L [mol/L] 0.000221 0.00022
ange qM 0.05–0.88 0.05–2.63
ange pH 4.759–4.777 4.723–4.777

13 18
28 28

c 3 3

k(A) [mAU] 0.44 0.42

stimated stability constant, logβpqr(s(βpqr))
ML 6.59(21) 7.19(6)
ML2 11.51(32) 12.19(8)

he degree-of-fit test by the statistical analysis of residuals
ē [mAU] 0 0
|ē| [mAU] 1.22 0.83
s(e) [mAU] 1.88 1.37
g1(e) (≈0) −0.25 0.93
g2(e) (≈3) 2.59 7.54
R [%] (<0.5) 0.44 0.34

he parameter reliability is proven with degree-of-fit statistics such as the mean of r
esidual s(e) [mAU] which is equal to the standard deviation of absorbance after te
nd residual kurtosis g2(e) and the Hamilton R-factor [%]. Experimental conditions:
.000 cm, sinst(A) = 0.45 mAU (Specord M40, Zeiss, Jena Germany).
algorithms used: sk(A), Kankare’s residual standard deviation; R.S.D., residual
artlett χ2 criterion; RPV, Scree test; ψ, Exner ψ function; IE, imbedded error

reliable determination of the number of components involved
ill help to obtain a reasonable interpretation of the various

omplexes.
The aim of this study is to make a critical comparison of the

arious PCA methods on the absorbance matrix data concerning
he complex-forming equilibria of three sulphoneazoxines with
elected metal cations.
. Theoretical

The application of various modifications of principal com-
onent analysis for determining the number of components that

XS + Mez+ system by regression spectra analysis using SQUAD(84) with the
lid digits in brackets

o2+ m-CAPAZOXS + Ni2+ m-CAPAZOXS + Zn2+

0.000187 0.000218
0.05–5.00 0.05–1.35
4.690–4.778 4.749–4.777
14 14
28 28
3 3
0.64 0.65

7.64(7) 4.83(3)
13.39(12) 9.57(3)

0 0
1.04 1.08
1.57 1.53
−0.24 −0.2
3.78 2.27
0.38 0.37

esiduals ē [mAU], the mean residual |ē| [mAU], the standard deviation of the
rmination of the regression process, s(A) [mAU], the residual skewness g1(e)
cL (m-CAPAZOXS), I = 0.1 (NaClO4 + Na3PO4 + HClO4), 25 ◦C, path length
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Fig. 1. (a) The derivatives detection criteria SD(AE), TD(AE) and ROD(AE) applied to the absorbance data set of complex-forming equilibria from the system of
o-CAPAZOXS and Cd2+ in the first row, o-CAPAZOXS and Pb2+ in the second row and o-CAPAZOXS and Zn2+ in the third row. (b) Complex-forming equilibria of
the o-CAPAZOXS systems with three metal ions presented on the absorption spectra at 25 ◦C (left), the spectra of molar absorptivities vs. wavelengths for all of the
complex species (middle) and the distribution diagram of the relative concentrations of all of the complex species in equilibrium: (first row) o-CAPAZOXS + Cd2+,
(second row) o-CAPAZOXS + Pb2+ and (third row) o-CAPAZOXS + Zn2+.
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ontribute to the absorption spectra of multicomponent systems
as been described in a previous paper for this journal [1]. All
otation and computations relating to the determination of sta-
ility constants were performed by regression analysis of the
pectra and have been described previously [1].

. Experimental

The actual concentration of sulphoazoxine was determined
y emf titration with NaOH and evaluated by regression pro-
ram analysis with the ESAB [18] and MAGEC [19] programs.
he purity of o-, m- and p-CAPAZOXS has previously been

escribed in this way [8]. The impurities were mostly inor-
anic salts. Other solutions, the apparatus and the procedure
f spectrophotometric titration were described in earlier papers
1,20].

a
e
p
a

ig. 2. (a) The derivatives detection criteria SD(AE), TD(AE) and ROD(AE) applied
-CAPAZOXS and Cd2+ in the first row, m-CAPAZOXS and Co2+ in the second ro

he fourth row. (b) Complex-forming equilibria of the m-CAPAZOXS systems with fo
olar absorptivities vs. wavelengths for all of the complex species (middle) and the d

n equilibrium: (first row) m-CAPAZOXS + Cd2+, (second row) m-CAPAZOXS + Co
ta 71 (2007) 115–122

. Results and discussion

.1. The number of complex species

Determination of the number of light-absorbing components
n an equilibrium mixture is an important point prior to the
ormulation of the hypothesis of a chemical model. When the
bsorbance matrix monitoring the complex-forming equilibria
f CAPAZOXS with various metal cations was subjected to
CA indices analysis using covariance about the origin, nine
haracteristics sinst(A), R.S.D., RMS, AE, χ2, ψ, RPV, IE and
ND resulted. The break on the curve PC(k) = f(k) may be used

s a guide to selecting the primary eigenvalues. Deducing the
xact size of the true component space is usually a difficult
roblem because of experimental error. The various techniques
pplied to solve this problem may be divided into precise

to the absorbance data set of complex-forming equilibria from the system of
w, m-CAPAZOXS and Ni2+ in the third row and m-CAPAZOXS and Zn2+ in
ur metal ions presented on the absorption spectra at 25 ◦C (left), the spectra of
istribution diagram of the relative concentrations of all of the complex species

2+, (third row) m-CAPAZOXS + Ni2+ and (fourth row) m-CAPAZOXS + Zn2+.
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Fig. 2. (

ethods – sinst(A), R.S.D., RMS and AE based on a knowledge
f the experimental error of absorbance of spectrophotometer
sed sinst(A) – and approximate methods (χ2, ψ, RPV, IE and
ND) requiring no knowledge of this experimental error [2–17].
bviously, methods in the first category are preferred when the

rror is known [6–10]. The number of light-absorbing compo-
ents nc can be estimated from indices by comparing them with
he experimental error, using the noise level sinst(A), R.S.D.inst,
MSinst and AEinst as a threshold. This is the common criterion

o determine nc for precise methods. The point where k = nc
rom dependence of the indices on the number of principal
omponents k to calculate them is then proposed for use. The
verage error criterion AE seems to be one of the best and
ost reliable indices and the index value AE(k) was used for

lucidation. Comparing an index value, AE(k) calculated for
he variable index k to the estimated experimental error: if the
E(k) is greater than the estimated error AEinst, then the number
f factors k is insufficient. If the AE(k) is approximately equal to

he estimated error AEinst, then the proper number of factors k
s appropriate. Generally, the dependence PC(k) = f(k) decreases
teeply with an increasing index k, as long as the k’s are sig-
ificant, i.e. one finds the point where the slope of the indicator

ε

a
d
a

nued ) .

unction PC(k) = f(k) changes (Table 1). The number of complex
pecies in the mixture was evaluated more reliably with the use
f the second derivatives SD(AE), the third derivatives TD(AE)
nd the derivatives ratio ROD(AE), using the following rules
Figs. 1–3): (a) the curve of the second derivative of the index
unction SD(AE(k)) = f(k) exhibits a maximum for the true index
= nc. (b) The curve of the third derivative of the index function
D(AE(k)) = f(k) crosses 0 and reaches a negative minimum
hich can be used as a criterion for the best estimate of index k
eing equal to nc, k = nc. (c) The curve of the ratio of derivatives
OD(AE(k)) = f(k) should reach a first maximum at the point
here k = nc. Tables 1–3 show the predicted number of complex

pecies of the three CAPAZOXS complex-forming systems
ith selected metal cations, using the methods in Figs. 1–3.

.2. Complexation equilibria of o-, m- and p-CAPAZOXS

Multicomponent spectral analysis SQUAD(84) and βpqr and

pqr adjustment for a given spectra by fitting the predicted
bsorbance-response surface to given spectral data, with one
imension representing the dependent variable (absorbance),
nd the other two dimensions representing the independent
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Fig. 3. (a) The derivatives detection criteria SD(AE), TD(AE) and ROD(AE) applied to the absorbance data set of complex-forming equilibria from the system of
p-CAPAZOXS and Cd2+ in the first row and p-CAPAZOXS and Zn2+ in the second row. (b) Complex-forming equilibria of the p-CAPAZOXS systems with two metal
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ons presented on the absorption spectra at 25 ◦C (left), the spectra of molar abso
iagram of the relative concentrations of all of the complex species in equilibriu

ariables (the total component concentrations ns solutions
t nw wavelengths). The parameters to be determined are
13,17]: (i) the number of species nc and their stoichiomet-
ic indices (p, q, r)j, j = 1, . . ., nc, (ii) their stability constants
pqr and molar absorptivities εpqr and (iii) the free concen-

rations [MpLqHr]j, j = 1, . . ., nc, of all the species in the
hemical model proposed. The general equations for complexes
re pM + qL + rH = MpLqHr with βpqr = [MpLqHr]/([M]p [L]q

H]r), where charges are omitted for simplicity. For the ith
olution and kth wavelength, the absorbance Aik is given by rela-
ion Aik =∑nc

j=1(εpqr,kβpqr[M]p[L]q[H]r)
j

where �pqr, k is the
olar absorptivity of species [MpLqHr] at the kth wavelength.
hen the estimated βpqr and εpqr values have been refined, the

greement between the experimental and predicted data can be
xamined. The residuals are analysed to discover whether the

efined parameters adequately represent the data. To analyse the
esiduals a degree-of-fit test is performed by the statistical anal-
sis of residuals (Tables 2 and 3): the residual mean ē should
e nearly 0, the mean residual |ē| and the standard deviation of

t
p
a
e

ties vs. wavelengths for all of the complex species (middle) and the distribution
rst row) p-CAPAZOXS + Cd2+ and (second row) p-CAPAZOXS + Zn2+.

esiduals s(e) should be at the same level as the instrumental
oise sinst(A), the residual skewness g1(e) should be 0 so prov-
ng a symmetric distribution and g2(e) should be 3, so proving
he Gaussian distribution of residuals, and finally the Hamilton
-factor for relative fit R [%] should be less than 0.5% for an
xcellent fitness achieved (Tables 2 and 3).

Applying the procedure of efficient experimentation and
omputational strategy on the mole-ratio spectra, the ratio
M = cM/cL is varied by keeping cL constant and varying cM.
he metalochromic indicator CAPAZOXS mostly forms yellow
omplexes with cadmium(II), cobalt(II), copper(II), lead(II),
ickel(II) and zinc(II) at pH 5. In solutions with an excess of
he ligand, qM < 0.5, the complex ML3 can also exist, while in
quimolar solutions only ML2 and ML complexes are present.
able 2 presents the results of the chemical model determina-
ion for the m-CAPAZOXS system and Table 3 for the o- and
-CAPAZOXS system. The chemical model concerns a guess
s to the number of light-absorbing species nc coexisting in the
quilibrium mixture, their stoichiometry, their stability constants
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Table 3
The most probable chemical model in complex-forming equilibria of the o- and p-CAPAZOXS + Mez+ system by regression spectra analysis using SQUAD(84) with
the standard deviations of the estimated stability constant, logβpqr(s(βpqr)) of the last valid digits in brackets

o-CAPAZOXS + Cd2+ o-CAPAZOXS + Pb2+ o-CAPAZOXS + Zn2+ p-CAPAZOXS + Cd2+ p-CAPAZOXS + Ni2+ p-CAPAZOXS + Zn2+

cL [mol/L] 0.000391 0.0000234 0.000397 0.000293 0.000278 0.000297
Range qM 0.03–2.63 0.8–33.33 0.10–2.04 0.06–3.45 0.04–6.25 0.05–2.5
Range pH 4.685–4.777 2.981–2.966 4.703–4.774 4.685–4.777 4.627–4.778 4.709–4.777
n 16 18 17 20 15 18
m 28 21 28 28 28 28
nc 3 3 3 4 4 4
sk(A) [mAU] 0.54 0.3 1.03 0.24 0.76 0.18

Estimated stability constant, logβpqr(s(βpqr))
ML 6.39(5) 4.24(2) 5.18(7) 6.44(5) 7.72(18) 6.84(16)
ML2 11.51(9) 9.01(2) 9.06(10) 10.99(10) 13.86(34) 13.05(29)
ML3 – – – 14.57(25) 17.88(63) 18.74(43)

The degree-of-fit test by the statistical analysis of residuals
ē [mAU] 0 0.000002 0 0 0 0
|ē| [mAU] 1.03 0.99 1.67 0.69 1.03 1
s(e) [mAU] 1.83 1.49 2.68 1.2 1.73 1.76
g1(e) (≈0) 0.59 −0.39 0.41 1.04 0.4 0.23
g2(e) (≈3) 6.02 3.67 4.11 6.84 3.83 3.8
R [%] (<0.5) 0.34 0.3 0.5 0.17 0.24 0.25

The parameter reliability is proven with degree-of-fit statistics such as the mean of residuals ē [mAU], the mean residual |ē| [mAU], the standard deviation of residual
s(e) [mAU] which is equal to the standard deviation of absorbance after termination of the regression process, s(A) [mAU], the residual skewness g1(e) and residual
kurtosis g2(e) and the Hamilton R-factor [%]. Experimental conditions: cL (o-, p-CAPAZOXS), I = 0.1 (NaClO4 + Na3PO4 + HClO4), 25 ◦C, path length 1.000 cm,
s

e
o
a
[
c
f
a
a

t
s
u
c
i
l
“
c
b
o
f
M
t
t
f
c
m
e
a

b

c
t
q
c
o
f

5

1

2

3

inst(A) = 0.45 mAU (Specord M40, Zeiss, Jena Germany).

stimated by regression analysis and at the same time the curves
f molar absorption coefficients dependent on wavelength. For
set of current values of βpqr the free concentrations of metal

M] and ligand [L], followed by the concentrations of all the
omplexes in the equilibrium mixture [MpLqHr]j, j = 1, . . ., nc,
or n solutions the matrix C, and are presented in the form of
distribution diagram of relative concentrations in Figs. 1b, 2b

nd 3b.
In addition to the fit achieved, it is also necessary to examine

he physico-chemical sense of the model parameter estimates,
uch as positive values in the concentration matrix, positive val-
es of molar absorptivities and the concentration fraction of the
omplex species in the mixture. If a complex species is present
n a fraction lower than 5–10%, the evaluation of such an equi-
ibrium can fail: from the spectral point of view it acts merely as
noise”, insufficient for an evaluation of its own equilibrium and
omplicating the evaluation of other equilibria. This problem can
e solved by augmenting the set of spectra with a single spectrum
f the molar absorptivities of the unknown species. In searching
or a chemical model the hypothesis of three species L, ML and

L2 was tested in the first step. In accordance with results of
he PCA indices analysis the hypothesis of four species was also
ested and better fitness through spectra points was not obtained
or o- and m-CAPAZOXS. Therefore, the final chemical model
ontained three light-absorbing components ML, ML2 and L in
ost systems for o- and m-derivates. However, p-CAPAZOXS
xhibits four species in equilibrium ML, ML2, ML3
nd L.

Cherkesov [21] has explained the formation of a covalent
ond of the central metal ion to the azo group nitrogen. In this

4

ase the six-membered chelate ring is completed by the bond of
he central ion to the azo group nitrogen more remote from the
uinoline ring. As the pH of solutions increases the bond of the
entral ion to the azo group nitrogen is disrupted, and a bond
f the ion to the heterocycle nitrogen of the quinoline system is
ormed.

. Conclusion

. Generally, the most reliable index methods seem to be
those based on a knowledge of the experimental error of
absorbance. The average error criterion seems to be the most
reliable method for the determination of the instrumental
standard deviation of the spectrophotometer used.

. Index methods are all based on finding the point at which
the slope of the index function changes, and therefore the
application of derivatives is very useful. For more than three
components in the mixture, the modification of Elbergali et
al. with the second or third derivative and derivative ratio
function seem to be an useful resolution tool, enabling the
correct prediction of the number of components in spectra
for all index functions.

. Precise methods based on a knowledge of the instrumental
error sinst(A) are preferred as the more reliable procedure, as
they always predict the correct number of components and
even the presence of minor species in the mixture.
. A chemical model (i.e. the number of complexes, their stoi-
chiometry, their stability constants and their curves of molar
absorption coefficients with a distribution diagram of rela-
tive concentrations of all species) of the following systems
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was found at I ≈ 0.1 and 25 ◦C. The standard deviations of
the estimated stability constant, logβpqr(s(βpqr)) of the last
valid digits in brackets are in brackets:

o-CAPAZOXS + Cd2+: For qM 0–2.6 leading to three light-
absorbing species L, ML and ML2 with estimates of sta-
bility constants logβ110 = 6.39(5) and logβ120 = 11.51(9).
o-CAPAZOXS + Pb2+: For qM 1–33 leading to three light-
absorbing species L, ML and ML2 with logβ110 = 4.24(2)
and log �120 = 9.01(2).
o-CAPAZOXS + Zn2+: For qM 0–53 leading to three light-
absorbing species L, ML and ML2 with logβ110 = 5.18(7)
and logβ120 = 9.06(10).
m-CAPAZOXS + Cd2+: For qM 0–1 leading to three
light-absorbing species L, ML and ML2 with
logβ110 = 6.59(20) and logβ120 = 11.51(32).
m-CAPAZOXS + Co2+: For qM 0–2.6 leading it lead to
three light-absorbing species L, ML and ML2 with
logβ110 = 7.19(6) and logβ120 = 12.19(8).
m-CAPAZOXS + Ni2+: For qM 0–5 it leading three light-
absorbing species L, ML and ML2 with logβ110 = 7.64(7)
and logβ120 = 13.39(12).
m-CAPAZOXS + Zn2+: For qM 0–1.4 leading to three light-
absorbing species L, ML and ML2 with logβ110 = 4.83(3)
and logβ120 = 9.57(3).
p-CAPAZOXS + Cd2+: For qM 0–3.5 leading to three
light-absorbing species L, ML, ML2 and ML3
with logβ110 = 6.44(5), logβ120 = 10.99(10) and
logβ130 = 14.57(25).
p-CAPAZOXS + Zn2+: For qM 0–2.5 leading to four
light-absorbing species L, ML, ML2 and ML3
with logβ110 = 6.84(16), logβ120 = 13.05(29) and
logβ130 = 18.74(43).
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bstract

The new 10 �g l−1 arsenic standard in drinking water has been a spur to the search for reliable routine analytical methods with a limit of detection
t the �g l−1 level. These methods also need to be easy to handle due to the routine analyses that are required in drinking water monitoring.
raphite furnace atomic absorption spectrometry (GFAAS) meets these requirements, but the limit of detection is generally too high except for
ethods using a pre-concentration or separation step. The use of a high-intensity boosted discharge hollow-cathode lamp decreases the baseline

oise level and therefore allows a lower limit of detection. The temperature program, chemical matrix modifier and thermal stabilizer additives
ere optimized for total inorganic arsenic determination with GFAAS, without preliminary treatment. The optimal furnace program was validated
ith a proprietary software. The limit of detection was 0.26 �g As l−1 for a sample volume of 16 �l corresponding to 4.2 pg As. This attractive

echnique is rapid as 20 samples can be analysed per hour. This method was validated with arsenic reference solutions. Its applicability was verified

ith artificial and natural groundwaters. Recoveries from 91 to 105% with relative standard deviation <5% can be easily achieved. The effect of

nterfering anions and cations commonly found in groundwater was studied. Only phosphates and silicates (respectively at 4 and 20 mg l−1) lead
o significant interferences in the determination of total inorganic arsenic at 4 �g l−1.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Arsenic is a ubiquitous element with metalloid properties.
ts chemistry is complex and, in nature, it is widely distributed
n many minerals and organic arsenic compounds [1], as the
esult of biological activity. In water, arsenic is predominantly
resent in inorganic form, as As(III) and As(V); a minor amount
f methyl and dimethyl arsenic compounds being detected. In
any parts of the world, groundwater is polluted with arsenic.
his pollution is due to natural occurrence in soils (especially
s arsenopyrite or as metal arsenates) or to anthropogenic
ctivities (mining, agriculture, forestry, feed additives, glass

nd ceramic industries, . . .) [1,2]. Arsenic is recognized as
arcinogenic (class A), it causes cancers of the skin, lungs and
ladder [2–4]. These effects are primarily due to consumption of

∗ Corresponding author. Tel.: +33 555 457 468; fax: +33 555 457 203.
E-mail address: veronique.deluchat@unilim.fr (V. Deluchat).

p
e
d
o
h
o
M

039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
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rsenic-contaminated drinking waters [5]. Due to arsenic’s
ealth and toxicological effects, many regulatory agencies,
uch as the WHO and the U.S. EPA, have revised the maximum
ontaminant level to 10 �g l−1 [6,7]. Further to the European
irective of 1998 [8], all drinking water supply systems within

he European Union should comply with this limit; it is also the
ase in some countries such as Jordan, and Japan [9], among
thers. Efficient and easy to handle analytical methods to
easure total arsenic at such a low concentration have therefore

o be developed.
The most important commercially available multielement

nstruments for trace element determination are inductively cou-
led plasma (ICP)-based, especially the ICP-MS [10]. ICP-MS
nables reliable arsenic determination with a very low limit of
etection (LOD below 1 �g l−1) [11,12]. However, a drawback

f this method is the difficulty in analysing samples with a
igh salt concentration [12,13], which may be due to natural
ccurrence or addition of HC1 for sample preservation [14].
oreover, the MS detector is rather complex and expensive,
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hich limits the widespread use of ICP-MS for routine and
uality control, especially in small drinking water plants and
abs [13,15].

Hydride generation atomic absorption spectrometry (HG-
AS) is often used for the determination of arsenic trace levels

n water [10–12]. This analytical method is the most widely
ccepted procedure for the analysis of arsenic at �g l−1 level.
owever, the atomisation signal is nevertheless dependent on

he oxidation state and the hydride system used [16,17].
Currently, graphite furnace atomic absorption spectrometry

GFAAS) is one of the most reliable and powerful analytical
echniques for the determination of trace and ultra-trace
lements in water, soil, clinical and biological samples
13,15,18,19]. It offers good sensitivity with a short analysis
ime, low cost (in comparison with ICP-MS [13]) and requires

low sample volume (2–100 �l) [15]. However, most of the
eported methods for arsenic determination based on GFAAS
eed a pre-concentration/separation step, in order to determine
rsenic at such low concentration range (�g l−1) and to reach
OD lower than 1 �g l−1 [11,12,20,21]. These combined

echniques are expensive and time-consuming [15].
GFAAS alone is suitable only for the determination of the

otal inorganic arsenic concentration in the sample solution.
hus, the determination conditions must be optimized so that all

he inorganic arsenic species are atomized equally at the same
emperature. To this aim, the use of a chemical matrix modifier
s necessary [22,23]. It decreases interferences and stabilizes the
nalyte to higher temperatures. It also allows separation between
ackground and analyte atomic absorption signals [22]. An ideal
hemical modifier is thus a reagent which not only diminishes
he background signal and interference effects, but also enhances
he analyte sensitivity. Furthermore, the use of a specific hollow-
athode lamp (UltrAA-Lamp®) allows reduction of both the
aseline noise level and the background signal. Background cor-
ection is however often necessary. It is therefore necessary to
elect operating parameters in order to (i) remove the maximum
mount of matrix material during the ashing stage, (ii) provide
dequate analytical sensitivity and (iii) separate the analyte peak
rom non-atomic absorption peaks.

The aim of the present study was thus to develop a simple and
apid method (without preliminary treatment of the sample) for
he determination of total inorganic arsenic in aqueous solutions
ith an arsenic concentration lower than 10 �g l−1. This method

hould be applicable to routine analyses and monitoring studies.
high-intensity hollow-cathode lamp (UltrAA-Lamp®) was

sed in order to decrease the LOD and increase the sensitivity of
he method [24]. The analytical conditions were optimized by
new proprietary data-processing software, ATOM®. Different

emperature programs, chemical matrix modifiers (Ni, Pd and a
d–Mg mixture) and thermal stabilizer solutions were tested.

. Materials and methods
.1. Standards and reagents

All solutions were prepared with high-purity de-ionised
ater (resistivity 18.2 M� cm) obtained with a Milli-Q water

w
d
A
O

71 (2007) 479–485

urification system (Millipore Milli-Q Gradient A10 and
urelab Prima). All glassware and polyethylene bottles were
leaned by soaking in 10% HNO3 (Prolabo, Normapur) and
insed three times with de-ionised water. Synthetic standard
tock solutions (1000 mg l−1 As) of arsenate and arsenite were
repared by dissolving respectively disodium arsenate heptahy-
rate Na2HAsO4·7H2O (Fluka, purity >98.5%) and sodium
meta)arsenite NaAsO2 (Fluka, purity >99%) in de-ionised
ater. Calibration standard solutions were prepared daily from
0 mg l−1 solutions in de-ionised water.

A secondary reference material solution (Fluka [As(III)]
998 ± 2 mg l−1, purity > 99.95%, certificate number Kl-0102,
roduct No. 11078), certified by EMPA (St. Gallen, Switzer-
and), was diluted in 0.1% HNO3 (v/v, pH lower than 3) in order
o obtain an As(III) concentration of 5.0 ± 0.1 �g l−1.

The chemical matrix modifiers, for the arsenic determina-
ion with the GFAAS analytical technique, were Ni, Pd and a
d–Mg mixture: i.e. the most commonly mentioned in the liter-
ture [15,23]. The Ni modifier was a 1000 mg l−1 Ni(NO3)2
Fluka, purity >99%) solution. The palladium modifier was

2000 mg l−1 Pd(NO3)2 (Fluka, As < 0.000001%) solution.
inally, the Pd–Mg solution was prepared by mixing 900 �L of
000 mg l−1 Pd(NO3)2 (Fluka, As < 0.000001%) and 100 �L of
0000 mg l−1 Mg(NO3)2 (Fluka, purity > 99%). These chemical
odifiers were prepared in de-ionised water. The reagents used

s thermal stabilizer additives were KI (Merck, purity >99%,
s < 0.000001%), NaOH (Merck, purity >99%, As < 0.0001%)

nd HNO3 (Merck, Suprapur, As < 0.0000001%).

.2. Samples

Artificial water, based on an original compilation of 23
roundwater compositions from granitic areas, was prepared
ccording to Lenoble et al. [25]. This artificial water, spiked
ith As(III) and/or As(V), was used to test arsenic determi-
ation with a constant composition medium. Moreover, three
eal life contaminated groundwater samples were collected in
olyethylene bottles, near Limoges, France. These samples were
mmediately acidified with 0.1% of concentrated HCl (Merck,
uprapur, As < 0.0000001%), which provided a pH lower than
[14]. The samples were then filtered in the laboratory using a

.45 �m pore size membrane filter (Macherey-Nagel, PTFE) to
emove suspended solids. The water compositions are given in
able 1.

.3. Instrumentation

.3.1. Apparatus
Measurements were carried out with a Varian SpectrAA

80Z atomic absorption spectrometer equipped with a GTA
00Z graphite furnace, with Zeeman background correction. An
rsenic high-intensity boosted discharge hollow-cathode lamp
Varian, serial number: OOHO 770), called “UltrAA-Lamp®”,

as used. It uses the existing lamp current but applies a second
ischarge within the lamp to increase the emission intensity.

conventional hollow-cathode lamp (Varian, serial number:
YH 6072) was used to compare the sensitivity of both system
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Table 1
Arsenic and associated mineral matrix in artificial water and in three groundwater samples from near Limoges, France

Water
samples

As (�g l−1) pH HCO3
−

(mg l−1)
Na+

(mg l−1)
K+

(mg l−1)
Mg2+

(mg l−1)
Ca2+

(mg l−1)
Cl−
(mg l−1)

NO3
−

(mg l−1)
SO4

2−
(mg l−1)

PO4
3−

(mg l−1)
SiO2

(mg l−1)

Artificial N.D. 6.0 1.2 6.9 0.8 1.3 3.2 8.1 9.9 3.4 – 9.0
Sample 1 4.69 ± 0.11 5.5 6.9 5.5 1.0 0.8 3.6 5.7 2.0 1.4 N.D. 10.9
Sample 2 2.36 ± 0.12 6.0 – 10.9 10.7 3.0 9.2 24.7 57.3 7.9 N.D. N.D.
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ample 3 0.65 ± 0.06 6.5 – 12.9 4.1 6.4

.D.: not detectable. Standard deviation for cations and anions: ±5%.

ccessories. A wavelength of 193.7 nm and a 0.5 nm slit-width
ere selected from previous optimizations. Pyrolytic graphite

oated tubes (Varian 63-100012-00) with forked pyrolytic plat-
orms (Varian 63-100024-00) were used. The volume injected
as 21 �l including 5 �l of chemical matrix modifier. All mea-

urements were carried out with at least three replicates and
ased on integrated absorbance. Argon was used as protective
as throughout.

.3.2. Advanced temperature optimization methodology
ATOM®) software

In order to optimize the temperature program, the ATOM®

oftware was used. It has been developed by Varian France
Version 1.0.0, reference: SRM20020624) specially for GFAAS.
ased on experimental design procedures, the studied system is
haracterized by a complete polynomial of the second order. The
nalytical response is a function of two parameters: the pyroly-
is and atomization temperatures. The combination of these two
emperatures should give an optimal answer. Mathematical and
tatistical calculations then determine two shapes (the 3D shape
nd the Contour Graph shape). The interpretation of these two
hapes allows the optimum pyrolysis and atomization tempera-
ures and the best chemical matrix modifier in agreement with
he method used.

. Results and discussion
.1. Optimization of spectroscopic conditions

Arsenic determination experiments were carried out with
nd without the arsenic UltrAA-Lamp®. Typical atomization

n
fi
s
c

ig. 1. Atomization profiles of water spiked with 5 �g As(V) l−1 for a GFAAS using an
20.1 13.6 51.5 61.1 N.D. N.D.

esponse signals for analysis of water spiked with arsenic are
hown in Fig. 1. The use of the UltrAA-Lamp® enabled an
ncrease in sensitivity of up to 40%: the maximum absorbance
or a sample containing 5 �g l−1 As(V) was 0.084 U with a nor-
al hollow-cathode lamp and 0.111 U with an UltrAA-Lamp®.
his result was better than those obtained by Bezur [24]: the
lope of the calibration curve increased in 30% with his high-
ntensity boosted cathode lamp, compared to the results obtained
ith a usual hollow cathode lamp. The baseline noise was also

educed with the use of the UltrAA-Lamp®: the ratio peak
rea/noise increased up to 2.5 times when compared with a con-
entional lamp. The LOD obtained was thus improved. The best
OD was obtained for a lamp current of 10 mA and a wave-

ength of 193.7 nm with a slit-width of 0.5 nm. For a slit-width of
.2 nm (value usually used in literature [15,23]), the absorbance
f the signal observed was not sufficient to obtain a satisfac-
ory measurement, particularly for arsenic concentrations below
�g l−1.

.2. Optimization of the graphite furnace temperature
rogram and analytical conditions

The GFAAS conditions were optimized so that As(III) and
s(V) species were atomized equally at the same atomization

emperature and so that the same furnace program and a com-
on calibration graph, could be used for measuring either of

hese two inorganic arsenic species. The optimization of the fur-

ace program was therefore focused on two different points:
rst, the time and temperature of the pyrolysis and atomization
teps, secondly, the selection and the amount of the chemi-
al matrix modifier and the thermal stabilizer. The first one

(ordinary) arsenic hollow-cathode lamp (a), and an arsenic UltrAA-Lamp® (b).
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Table 2
Results obtained with the ATOM® software

Matrix modifier Pyrolysis guideline
(step: 300 ◦C)

Atomisation guideline
(step: 250 ◦C)

3D-shape Contour
shape

Selected pyrolysis
value (◦C)

Selected atomization
value (◦C)

Ni 1000 2000 − − None None
2400 + − 1130 2330

Pd 1200 2000 − − None None
2400 + − 1250 2330

1600 2000 + − 1430 2200
2400 + − 1480 2250

Pd–Mg 1200 2000 + − 1135 2230
2400 + + 1178 2395

1600 2000 −
2400 −

+: an optimal 3D or contour shape was selected by the ATOM software. −: no conve

Table 3
Optimized furnace program for the analysis of As in liquid solution

Step Temperature (◦C) Ramp (s) Hold (s) Ar flow rate
(l min−1)

Drying 1 140 5 30.0 3.0
Drying 2 180 5 35.0 3.0
Pyrolysis 1 1200 10 20.0 3.0
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yrolysis 2 1200 1.0 0.0 0.0
tomization 2400 0.8 2.7 0.0
leaning 2600 1.0 1.0 3.0

educed the interference effects and enhanced the analyte sen-
itivity, whereas the second one stabilized the signal during the
tomization step.

These optimizations were validated by the ATOM® software.
ample and chemical matrix modifier (Ni, Pd or Pd–Mg mix-

ure) were both injected in a pre-heated tube at 100 ◦C. The
njection flow rate was 7 �l s−1 and the injected volume was
1 �l: 16 �l of a 10 �g l−1 As(V) solution and 5 �l of the chem-
cal matrix modifier. The different conditions tested with the
TOM® software were chosen from literature data [15,22,26]
nd are presented in Table 2.

The best results were obtained with a Pd–Mg mixture as the
hemical matrix modifier and selected temperatures of 1178 ◦C
pyrolysis) and 2395 ◦C (atomization) (Table 2). Therefore, for
outine analyse, the pyrolysis and atomization temperatures cho-

en were 1200 and 2400 ◦C, respectively (Table 3). The ratio of
he Pd–Mg chemical matrix modifier was then studied. The best
ccuracy was obtained for a Pd–Mg mixture ratio of 1/5 (w/w),
ith Pd and Mg concentrations of 2 and 10 g l−1, respectively.

d
s
w
o

able 4
nalytical characteristics of the As(III) and As(V) calibrant solutions for the propose

pecies As(III)

alibration A = 0.00553(±0.00007)[As] + 0.00043
inear analytical range (�g l−1) 0.26–10.0
oefficient of determination R2 = 0.996
.S.D. ([As]=5�g l−1; N = 5) 2.9%

: absorbance; [As] expressed in �g l−1; N: number of measurements.
− None None
− None None

nient 3D or contour shape was selected by the ATOM® software.

The ramp and hold times of each step were also studied.
oreover, in the optimized furnace program, two drying steps

t 140 and 180 ◦C were applied, in order to achieve a correct
ryness for liquid calibrants without splatter. After atomization,
final cleaning step was applied at a slightly higher temperature

2600 ◦C) to prevent memory effects.
Three thermal stabilizer solutions, KI, NaOH and HNO3,

ere tested over a range of concentrations from 0.1 to 3%
v/v). With NaOH, the background signal obtained did not
hange whereas with KI and HNO3, it decreased. How-
ver, with the use of the KI solution, a yellow coloration
f the capillary, due to potassium iodide decomposition,
as observed. The thermal stabilizer chosen was therefore
NO3. For the concentration range tested, the best result
btained was for an arsenic solution containing 1% (v/v) of
NO3.
Finally, in the optimized furnace program (Table 3), the stan-

ard solution mixed with 1% (v/v) of HNO3, was introduced at
00 ◦C. Two drying steps were applied and then pyrolysis and
tomization, at 1200 and 2400 ◦C, respectively. The chemical
atrix modifier used was a Pd/Mg mixture (ratio Pd–Mg equal

o 1/5, w/w).

.3. Calibration graph and LOD

In order to compare the behaviour of inorganic arsenic species

uring the analysis program, As(III) and As(V) solutions were
tudied separately. Two linear calibrations of five measurements
ere obtained for As(III) and As(V) in the concentration range
f 1–10 �g l−1 (Table 4). The peak shapes and area obtained

d method

As(V)

(±0.00009) A = 0.00593(±0.00012)[As] − 0.00001(±0.00007)
0.26–10.0
R2 = 0.993
3.5%
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Table 5
Recoveries of the arsenic species

As concentration
(�g l−1)

As species Calibrant
solution
used

Recovery
(%)

R.S.D.
(%)

1.65 As(III) As(III) 97 3.7
As(III) As(V) 105 4.1
As(V) As(V) 95 3.5
As(V) As(III) 96 4.2
As(III) + As(V)a As(V) 102 4.3
As(III) + As(V)a As(III) 104 4.6

4.70 As(III) As(III) 102 1.9
As(III) As(V) 105 2.9
As(V) As(V) 95 2.0
As(V) As(III) 101 2.1
As(III) + As(V)a As(V) 97 1.7
As(III) + As(V)a As(III) 98 1.9

7.5 As(III) As(III) 103 0.3
As(III) As(V) 98 0.8
As(V) As(V) 101 0.4
As(V) As(III) 102 0.6
As(III) + As(V)a As(V) 97 0.4
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Fig. 2. Interference effect of the SO4
2−, SiO4

4− and PO4
3− anions on the deter-

mination of total inorganic arsenic: (a) SiO4
4− (b) ( ) SO4

2− and ( ) PO4
3−

(
o

3

f
d
l
m
a
s
[As] = 5.1 ± 0.2 �g l−1, in good agreement with the value of the
diluted solution [As] = 5.0 ± 0.1 �g l−1.

Table 6
Experimental recovery on arsenic determination by GFAAS in artificial and
natural water samples spiked with As(V)

As concentration (�g l−1) Recovery (%)

Artificial water + 2 �g l−1 1.93 ± 0.11 93.3
Artificial water + 5 �g l−1 5.08 ± 0.09 100.2
Artificial water + 8 �g l−1 7.94 ± 0.07 98.4

Sample 1 4.69 ± 0.11 –
Sample 1 + 2 �g l−1 6.56 ± 0.07 98.1
Sample 1 + 5 �g l−1 9.85 ± 0.03 101.7

Sample 2 2.36 ± 0.12 –
Sample 2 + 2 �g l−1 4.45 ± 0.11 102.1

−1
As(III) + As(V)a As(III) 101 0.3

a Ratio As(III)/As(V): 1/1 (w/w).

ooked the same for As(III) and As(V) solutions. In order to
onfirm that As(III) and As(V) were atomized equally at the
ame temperature and that a common calibration graph could
e used for these two inorganic arsenic species, arsenic deter-
inations in As(III) and As(V) solutions, were carried out
ith the two calibration curves. Standard solutions of As(III),
s(V) and As(III) + As(V) were prepared simply by diluting
s(III) and As(V) standard stock solutions with de-ionised
ater. Table 5 shows that recovery percentages from 95 to
05% were obtained whatever the calibration curves used. The
.S.D. value of three replicate samples was below 5%. Thus,

he procedure was well suited to the determination of total
norganic As in drinking water for a range of 0.26–10 �g l−1.
ubsequently the As(V) solution was used as calibrant
olution: absorbance = 0.00593 (±0.00012) [As] − 0.00001
±0.00007).

The LOD was calculated according to IUPAC recom-
endations [27]: 3.29 times the standard deviation of the

lank solutions. For this calculation, 20 measurements were
arried out. These values were then related to the slope
alue of the calibration equation of As(V) (Table 4). The
OD obtained was 0.26 �g l−1 As for a sample volume
f 16 �l corresponding to 4.2 pg As. This LOD was lower
han that obtained with GFAAS studies carried out without
re-concentration step [19,21,22]. Moreover, this LOD was
omparable with that obtained by more elaborated analytical
echniques (flow injection hydride generation atomic absorp-
ion spectrometry (FI-HG-AAS) and liquid chromatography–
nductively plasma mass spectrometry (LC–ICP-MS)) [17,28].
The quantification limit, which marked the ability of the
pparatus to adequately “quantify” an analyte, calculated as the
oncentration corresponding to 10 times the standard deviation
f the blank [27], was 0.79 �g l−1 As.

S

S
S
S

[As] = 4 �g l−1). Normalized absorbance of 100 corresponding to the response
btained without interfering anions.

.4. Precision and accuracy

The R.S.D. value of three replicate samples was below 4%,
or the calibration range studied. Moreover, the short-term repro-
ucibility values for the same sample (R.S.D. day to day) was
ower than 5%, and the long-term reproducibility (month to

onth) was below 8%. The accuracy of the method was evalu-
ted with analyses of the inorganic secondary reference material
olution certified by EMPA (see Section 2.1). Our result was
ample 2 + 5 �g l 7.35 ± 0.05 99.9

ample 3 0.65 ± 0.06 –
ample 3 + 2 �g l−1 2.43 ± 0.07 91.7
ample 3 + 5 �g l−1 5.54 ± 0.04 98.1
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Table 7
Comparison of the performance and characteristics between the GFAAS method optimized and two others methods used for arsenic determination without preliminary
treatment

Analytical parameters GFAAS (present study) FI-HG-AAS [17] LC–ICP-MS [28]

Arsenic species Total inorganic arsenic As(III) and As(V) As(III), As(V), DMA, MMA
Linearity range 0.26–10 �g l−1 10–100 �g l−1 2–100 �g l−1

Limit of detection (As(III), As(V)) 0.26 �g l−1 0.3 �g l−1 (As(III)) 0.2 �g l−1

0.5 �g l−1 (As(V)) 0.1 �g l−1 (DMA, MMA)
Precision R.S.D. < 5% R.S.D. < 3% R.S.D. < 5%
Experimental recovery 91–105% 96–108% 80–110%
Interference SO4

2−, SiO4
4−, PO4

3− Fe3+, Cu2+, Ni2+, Sb2+, Sn4+, Se4+ Cl−
Sample preparation preparation No sample preparation except

filtration and acidification (HCl)
No sample preparation except
acidification (HCl)

No sample except filtration

Drinking water labs Instrument
availability

Easily available Easily available Rare

R
T

F ; LC–
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unning cost Low
ime consuming Rapid (20 samples per hour)

I-HG-AAS: flow injection hydride generation atomic absorption spectrometry

.5. Interference studies

The effects of some cationic (Na+, K+, Ca2+, Mg2+, Fe2+ and
H4

+) species were studied by spiking at three different con-
entrations representing an excess of 250, 25,000, and 250,000
imes the arsenic concentration (4 �g l−1): no interference was
bserved. Anionic species (Cl−, SO4

2−, SiO4
4− and PO4

3−)
ere also tested. Cl− did not induce interferences even with con-

entrations representing an excess of 250,000 times the arsenic
oncentration. Fig. 2b shows that if SO4

2− slightly interfered in
he total inorganic arsenic determination, serious interferences
ere due to SiO4

4− (Fig. 2a) and PO4
3− (Fig. 2b). Therefore, for

n arsenic concentration of 4 �g l−1, SO4
2−, SiO4

4− and PO4
3−

an be tolerated without interference up to a 25,000-, 6000-, and
000-fold excess, respectively. PO4

3− caused the strongest inter-
erence effect, as expected due to the similar chemical properties
f arsenate and phosphate [4]. The optimized method there-
ore allowed arsenic determination in drinking waters containing
O4

2−, SiO4
4− and PO4

3− of concentrations respectively lower
han 100, 24 and 4 mg l−1.

.6. Application of the method

This GFAAS arsenic determination method was used for
nalyses of various artificial and real groundwater samples,
piked with As(V). The recoveries of total inorganic arsenic
oncentration were calculated by comparing the average arsenic
oncentration of the replicate samples with the real value (mea-
ured initial value + spiked concentration) (Table 6). While the
ecovery percentages obtained were always higher than 91%,
hey were also higher than 98% for samples containing more
han 4.45 �g l−1 As. These results indicated that the procedure
s suitable for arsenic analysis in waters.

. Conclusion
A graphite furnace atomic absorption spectrometer with an
ltrAA-Lamp® was optimized to determine total inorganic

rsenic concentration at the �g l−1 level in water. This method
eeded no pre-concentration or separation step. The furnace pro-

[
[
[
[

Low High
Very rapid (120 samples per hour) Slow (6 samples per hour)

ICP-MS: liquid chromatography–inductively plasma mass spectrometry.

ram was optimized by a proprietary data-processing software,
TOM®, and was applied with success to real life groundwaters.
he use of an UltrAA-Lamp®, such as a hollow-cathode lamp, a
d–Mg chemical matrix modifier and HNO3 as a thermal stabi-

izer lead to performances and characteristics comparable with
wo other common current analytical techniques used for arsenic
etermination but without sample preparation (Table 7). With a
ample dispenser (Varian, mod. 31–972), 20 samples per hour
an be analysed. The absence of pre-concentration/separation
teps means that this is an economical, simple and sensitive
echnique for routine determination of trace amounts of total
norganic arsenic in water samples, below 10 �g l−1, the limit
alue currently recommended by regulatory agencies.
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bstract

To reveal an enzyme-like catalytic activity of metal-octabromo-tetrakis(sulfophenyl)porphines (M-OBPSs), their peroxidease-like catalytic
ctivity on linoleate hydroperoxide (LOOH) were evaluated on the basis of dye-formation in the coloring reaction between N,N-diethylaniline
nd 4-aminoantipyrine that yields a quinoid-type dye. Among M-OBPSs tested, Mn3+-OBPS allowed to produce the largest amount of dye. The
ptimal conditions of the coloring reaction catalyzed by Mn3+-OBPS for the determination of LOOH were determined. A good linear calibration
urve was obtained in the concentration range of 0.025–0.4 �mole LOOH with good reproducibility (coefficient of variance = 1.23%), suggesting

hat Mn3+-OBPS is a good artificial mimesis of the peroxidase for LOOH. In addition, Mn3+-OBPS was highly specific for LOOH even in the
resence of cumene hydroxyperoxide or hydrogen peroxide. It was revealed that the peroxidase-like activity of Mn3+-OBTP is attributable to the
edox cycle of Mn3+ ↔ Mn4+.

2006 Elsevier B.V. All rights reserved.
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eywords: Linoleate hydroperoxide; Determination; Peroxidase; Metal-porphy

. Introduction

Metal-porphyrin plays a central role for the activity of
xygen carriers such as hemoglobin and enzymes including
atalase and peroxidase. Investigations into various metal
orphyrins have been carried out for evaluating the enzyme-like
atalytic activities, especially oxidative catalytic activities, such
s superoxide dismutase (SOD) [1–3], cytochrome P450 [4,5]
nd peroxidase [6,7]. Other investigations were directed to the
eaction between a metal porphyrin and peroxide, such as lipid

ydroperoxide or the inhibitory effect of a metal porphyrin
n peroxidation of a lipid [8]. Although an ordinary metal
orphyrin exerts peroxidase- or catalase-like catalytic activities

∗ Corresponding author. Tel.: +81 86 251 7952; fax: +81 86 251 7953.
E-mail address: mifune@pharm.okayama-u.ac.jp (M. Mifune).
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n the presence of peroxides such as hydrogen peroxide, a
atalytic reaction with such a metal porphyrin generally results
n a suicide reaction [9]. For this reason, a metal porphyrin
as not used as an enzyme-like catalyst in a liquid state and
ad to be immobilize on ion-exchanging resins or the like
10–12].

Recently, metal-octabromo-porphyrin derivatives having
on-planar structure were synthesized, and SOD activity of
n2+-octabromo-porphyrin, electric characteristics of metal-

ctabromo-tetrakis(sulfophenyl)porphine (M-OBPSs), or the
ike has been investigated [4,13–15]. The present study is
ocused on the application of a remarkable characteristic of M-
BPSs, i.e., high resistance to oxidation as compared to ordinary
not octabrominated) metal-porphyrins. It was expected that a
-OBPSs could exert a peroxidase-like catalytic activity in a

iquid state, if it possesses the above-mentioned characteristic
n the presence of a peroxide.
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Fig. 1. Principle of

In this study, to reveal an enzyme-like catalytic activ-
ty of M-OBPSs, they were examined for the peroxidase-
ike activity on linoleate hydroperoxide (LOOH), one of
rganic peroxides, on the basis of dye-formation in the
oloring reaction between N,N-diethylaniline (DEA) and 4-
minoantipyrine (AAP) as shown in Fig. 1, which reac-
ion is catalyzed by hemoglobin [16]. It was revealed that
ne metal-octabromo-porphyrin, Mn3+-octabromo-tetrakis(4-
ulfophenyl)-porphine (Mn-OBPS), has the peroxidase-like
ctivity and is possibly useful as a catalyst in the determination of
OOH.

. Experimental

.1. Reagents

Cu-tetraphenylporphine (Cu-TPP) and tetrakis(4-sulfoxy-

henyl)porphine (H2-TSPP) were purchased from Sigma–
ldrich Co. (St. Louis, MO, USA) and used as they were.
inoleic acid (super high grade) was purchased from Nacalai
esque (Kyoto, Japan) and lipoxidase from Sigma–Aldrich Co.

p
t
f

Fig. 2. Structures of m
ination of LOOH.

umene hydroperoxide (COOH) and hydrogen peroxide were
urchased from Nacalai Tesque and Wako Pure Chem. Co.
Osaka, Japan), respectively. The other reagents were of super
igh grade.

.2. Synthesis of metal-octabromotetrakis(sulfophenyl)-
orphine (M-OBPS, Fig. 2)

.2.1. Synthesis of H2-octabromotetrakisphenylporphin
H2-OBPP)

Cu-OBPS was synthesized using Cu-TPP and bromine
ccording to the method of Bhyrappa and Krishnan [17]. The
esulting crude Cu-OBPP was dissolved in n-hexane and re-
recipitated with acetone. After repeating these procedures, the
esulting Cu-OBPP was dried in vacuo at 130 ◦C for 3 h and
sed in the experiments. The purity of the obtained Cu-OBPP
as confirmed by elementary analysis.

H2-OBPP was prepared by demetalizing Cu-OBPP with 70%

erchloric acid according to the method described in the litera-
ure [17]. The crude products were purified by re-precipitation
rom benzene/n-hexane.

etal-porphyrins.
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.2.2. Synthesis of M-OBPS
H2-OBPP was sulfonated by 97% sulfonic acid according

o a method described in a literature [18]. The resulting crude
2-OBPS was purified by several times of re-precipitation. The

e-precipitation involved repetitions of a process where crude
roducts are dissolved in water and 36% hydrochloric acid
s added. The precipitated crystals were washed with diluted
ydrochloric acid, and dried over solid sodium hydroxide in
acuo to remove water and hydrogen chloride completely. The
esultant H2-OBPS and corresponding metal chloride were used
o synthesize Mn-, Co- and Fe-OBPSs according to a similar

ethod that used for the synthesis of metal-TPPS [19].

.3. Apparatus

Absorption spectra and absorbances were measured on a Shi-
adzu UV 160 or 180 spectrophotometer (Kyoto, Japan) with

0 mm fused-silica cells.

.4. Preparation of sample solutions

A sample solution containing LOOH was prepared on
emand in the following manners. First, a mixture of
inoleic acid in ethanol (18 mg/ml, 10.0 ml), 0.05 mole/l boric
cid–0.2 mole/l potassium hydroxide buffer (5.0 ml) and purified
ater (25.0 ml) was prepared. As need arises, lipoxidase solution

12560 U/ml, 5.0 ml) and purified water (70.0 ml) were added to
he mixture (30.0 ml) and shaken at 20 ◦C for 1.0 h. The LOOH
oncentration was determined on the basis of molar absorption
oefficient of conjugated diene (ε= 2.7 × 104 l/cm/mole), and
he solution was diluted with purified water appropriately to
btain LOOH sample solutions (2.5–40 × 10−2 �mole/ml).

A COOH sample solution was prepared by diluting COOH
ith ethanol to a concentration of 0.50 �mole/ml. A hydrogen
eroxide sample solution was prepared by diluting hydrogen per-
xide with purified water to a concentration of 0.60 �mole/ml.

.5. Recommend procedure for determination of LOOH

To an LOOH sample solution (2.5–40 × 10−2 �mole/ml,
.0 ml) are added a chromogen solution (8.0 ml, 1:1:6 mixture
f 1.0 mg/ml DEA, 1.0 mg/ml AAP and 0.1 mole/l pH 8.0 borate
uffer solutions) and an aqueous 1.0 × 10−5 mole/l Mn-OBPS
olution (1.0 ml), and the mixture is shaken briefly. The solu-
ion is allowed to stand at about 25 ◦C for 30 min. The LOOH
oncentration can be then determined from a calibration curve
repared using absorbance of quinoid-dye at 553 nm.

. Results and discussion

In general, a catalytic activity such as peroxidase-like activity
n LOOH is evaluated on the basis of initial rate of the reaction.

owever, from the viewpoint of developing analytical appli-

ation, the catalytic activity was evaluated on the basis of the
mount of the reaction product quinoid-dye, i.e., the absorbance
f the reaction solution, in the present study.

3

O
F

ig. 3. Peroxidase-like activities of metal-porphyrins on LOOH. LOOH:
.41 �mole/ml, pH 8.0, 25 ◦C.

.1. Effect of central-metal

Considering the results of previous studies on metal-
orphines immobilized on carriers [10], Mn3+, Co3+ and Fe3+

ere selected as a potentially active central metal. The effect of
he central metal on the absorbance was examined with time. The
esults are shown in Fig. 3 together with that obtained using the
on-brominated counterpart Mn-TSPP. It is clear from Fig. 3 that
n-OBPS gives the largest amount of the dye and the highest

bsorbance. Mn-OBPS seems to have the most superior activity
hen evaluated on the basis of the amount of the dye. On the
ther hand, Fe-OBPS seems to have the most superior POD-like
ctivity among the metal-OBPSs tested when evaluated on the
asis of reaction rate. However, the amount of the dye produced
ith Fe-OBPS is only about 70% compared to that produced
ith Mn-OBPS. From these results, it was considered that Fe-
PBS acts as a scavenger of lipid peroxide as well a POD-like

atalyst, or, alternatively, reacts with LOOH. Non-brominated
n-TSPP showed lower reaction rate and produced less amount

f the dye than Mn-OBPS, indicating that the bromination of
orphyrin ring changes the activity greatly. Thus, the activity
f M-OBPS depends on not only the central metal but also the
orphyrin ring.

In the present study, the optimal conditions for determining
OOH were examined using mainly Mn-OBPS which gave the
ighest absorbance.

.2. Determination of optimal condition

For the determination of optimal conditions, 1.0 ml of a
.40 �mole/ml LOOH sample solution was used.
.2.1. Effect of pH and reaction time
The effect of pH on absorbance was examined using Mn-

BPSs over the pH range of 4.0–11.0. The results are shown in
ig. 4. As can be seen from Fig. 4, the reaction solution contain-
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ig. 4. Effect of pH. LOOH: 0.43 �mole/ml; COOH: 0.50 �mole/ml; hydrogen
eroxide: 0.60 �mole/ml, 25 ◦C.

ng Mn-OBPS showed the highest absorbance at pH 8.0. Thus,
H 8.0 was selected as the optimal pH for the determination of
OOH.

The reaction time at pH 8.0 was examined up to 60 min as
hown in Fig. 3. The absorbance is almost highest when the
eaction time is around 30 min. Accordingly, the reaction time
as set to 30 min in the present study.

.2.2. Effect of concentration of Mn-OBPS and chromogens
The effect of amount of Mn-OBPS to be used on the

ye-formation was examined over the concentration range of
.0 × 10−6 to 1.0 × 10−5 mole/l. It was revealed that both the
eaction rate and the amount of the dye produced at the time
f 30 min were increased as the concentration of Mn-OBPS
ecame higher. In the present study, 1.0 × 10−5 mole/l of Mn-
BPS was selected. Although the reaction rate is improved when
× 10−5 mole/l or higher concentration of Mn-OBPS exists,

uch a higher concentration affects adversely to the determi-

ation of LOOH, since Mn-OBPS and resulting dye have the
bsorption band in the same region.

The amount of chromogens, DEA and AAP, to be used is then
xamined. The results are shown in Fig. 5. The both chromogens

ig. 5. Effect of concentration of chromogens on abosrobance. LOOH:
.40 �mole/ml, pH 8.0, 30 min, 25 ◦C (a) in the presence of 1.0 mg/ml DEA
nd (b) in the presence of 1.0 mg/ml AAP.
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ig. 6. Effect of reaction temperature. LOOH: 0.40 �mole/ml, pH 8.0, 30 min.

an yield a sufficient amount of the dye when used as a 1.0 mg/ml
olution. In the present study, 1.0 mg/ml of chromogen solutions
ere used.

.2.3. Effect of temperature
The reaction temperature was examined over the temperature

ange of 0–55 ◦C. The results are shown in Fig. 6. It can be seen
hat the absorbance is highest at 25 ◦C. Accordingly, 25 ◦C was
et as the optimal temperature.

.3. Calibration curve and sensitivity

A calibration curve was prepared according to the recom-
ended procedures above. This procedures were more conve-

ient than those required when ion-exchange resins modified
ith metal-porphine was used [10], because filtration of the
odified resins was unnecessary. A good linear curve passing

he origin was obtained over the examined LOOH concentration
ange from 0.025 to 0.40 �mole/10 ml (y = 1.6786x − 0.0022,
2 = 0.9999). The apparent molar absorbance coefficient of
OOH was 1.7 × 104 l/cm/mole. This value is twice as large
nd about threefold compared with that obtained using the mod-
fied resins and hemoglobin, respectively [10]. The variation
oefficient is 1.23% at 0.40 �mole LOOH indicating a good
eproducibility. The lower and upper limits were around 0.02
nd 0.6 �mole/10 ml, respectively.

.4. Specificity

The substrate specificity of Mn-OBPS was evaluated by
xamining the peroxidase-like activity on LOOH (0.40 �mole),
OOH (0.50 �mole), an organic peroxide, and hydrogen per-
xide (60 �mole) according to the recommended procedures
escribed in Section 2.4. The results obtained between pH 4.0
nd pH 11.0 are shown in Fig. 3. It is clear that, as for COOH
nd hydrogen peroxide, a slight amount of the dye was produced

round pH 9.0, and the maxim absorbance was only 12 and 6%
f that of LOOH in the cases of COOH and hydrogen peroxide,
espectively. At pH 8.0, the maximum absorbance for these two
ubstances was 4% or less of that for LOOH. These results indi-
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Fig. 7. UV/V absorption spectra of Mn-OBTS. (a) A mixture of
5.0 × 10−5 mole/l Mn-OBPS (1 ml) and pH 8.0 buffer (10 ml) solutions, (b)
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fter adding a LOOH solution to the solution (a) and (c) after adding DEA
olution to the solution (b).

ate that the method of determination developed in the present
tudy is highly specific for LOOH even in the presence of
ther peroxides. In the case of the resins modified with Mn-
SPP, hydrogen peroxide gave larger absorbance than LOOH
y 1.12 times [10]. Thus, it is of interest that octa-bromination
f porphine-ring affects the specificity of the peroxidase-like
atalytic activity.

.5. Estimation of caltalytic mechanism by UV/V spectra

According to the determination method used in the present
tudy, 1.0 × 10−8 mole Mn-OBPS can promotes the reaction
f 4.0 × 10−7 mole LOOH, which means that Mn-OBPS cat-
lyzes the reaction of 40 times or higher concentration of LOOH.
o elucidate the mechanism of peroxidase-like catalytic action
f Mn-OBPS, the UV/V spectra of Mn-OBPS in the pres-
nce of LOOH or a chromogen were investigated by using
.0 × 10−5 mole/l Mn-OBPS solution, five fold more concen-
ration. The results are shown in Fig. 7. The UV/V spectrum of

he Mn-OBPS solution (Fig. 7a) was hardly changed by adding

solution of DEA, 4-AAP or a mixture of DEA and 4-AAP,
ndicating that Mn-OBPS does not interact through a coordi-
ation with neither DEA nor 4-AAP, or the coordination, if
Fig. 8. Proposed reaction mechanism.

ny, is not strong enough to affect the UV/V spectrum. On the
ther hand, when a solution of LOOH is added, the spectrum
hanged and the absorption band corresponding to Mn4+-OBPS
8] became apparent as can be seen from Fig. 7b, indicating
hat manganese in Mn-OBPS was oxidized from Mn3+ to Mn4+

y LOOH. Further, adding DEA to the LOOH solution, spec-
rum (Fig. 7b) changed to spectrum (Fig. 7c) that is the same as
ig. 7a. Adding 4-AAP to the solution (Fig. 7b), however, did
ot change the spectrum. These results indicate that Mn-OBPS
xerts the catalytic activity through the repeated redox cycles
f Mn3+ ↔ Mn4+ which is caused by LOOH and DEA as illus-
rated in Fig. 8. Further, DEA, an electron donor [20,21], seems
o serve as an intermediate and reacts with 4-AAP to form the
uinoid-dye.

. Conclusion

As we have expected, Mn-OBPS exhibits a potent
eroxidase-like activity on LOOH around neutral pH region and
s useful for the specific determination of LOOH. Further, this
ctivity was revealed to be attributable to the redox cycle of
n3+ ↔ Mn4+. Hopefully, the method of determining LOOH

eveloped in the present study will be widely applied to the anal-
sis of LOOH and contribute to analytical chemistry involving
OOH.
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bstract

In this work, 1,10-phenanthroline was used as a complexing agent for the separation and preconcentration of Cd(II), Co(II), Ni(II), Cu(II) and
b(II) on activated carbon. The metals were adsorbed on activated carbon by two methods: static (1) and dynamic (2). The optimal condition for
eparation and quantitative preconcentration of metal ions with activated carbon for the proposed methods was for (1) in the static methods in
he pH range 7–9. The desorption was found quantitative with 8 mol dm−3 HNO3 for Cd(II) (92.6%), Co(II) (95.6%), Pb(II) (91.0%), and with
mol dm−3 HNO3 for Cd(II) (95.4%), Pb(II) (100.2%). The preconcentration factor was 100 with R.S.D. values between 1.0 and 2.9%. For (2),

he dynamic method (SPE), the pH range for the quantitative sorption was 7–9. The desorption was found quantitative with 8 mol dm−3 HNO3

or Cd(II) (100.6%), Pb(II) (94.4%), and reasonably high recovery for Co(II) (83%), Cu(II) (88%). The optimum flow rate of metal ions solution
or quantitative sorption of metals with 1,10-phenanthroline was 1–2 cm3 min−1 whereas for desorption it was 1 cm3 min−1. The preconcentration
actor was 50 for all the ions of the metals with R.S.D. values between 2.9 and 9.8%.

The samples of the activated carbon with the adsorbed trace metals can be determined by ICP-OES after mineralization by means of a high-
ressure microwave mineralizer. The proposed method provides recovery for Cd (100.8%), Co (97.2%), Cu (94.6%), Ni (99.6%) and Pb (100.0%)
ith R.S.D. values between 1.2 and 3.2%.
The preconcentration procedure showed a linear calibration curve within the concentration range 0.1–1.5 �g cm−3. The limits of detection values

defined as “blank + 3s” where s is standard deviation of the blank determination) are 5.8, 70.8, 6.7, 24.6, and 10.8 �g dm−3 for Cd(II), Pb(II),
o(II), Ni(II) and Cu(II), respectively, and corresponding limit of quantification (blank + 10s) values were 13.5, 151.3, 20.0, 58.9 and 33.2 �g dm−3,
espectively.
As a result, these simple methods were applied for the determination of the above-mentioned metals in reference materials and in samples of

lant material.
2006 Elsevier B.V. All rights reserved.
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. Introduction

The determination of elements is usually preceded by their
eparation from the major components (matrix) of the sample,
nd it involves simultaneous preconcentration of the trace com-
onents.

Activated carbon is widely use a trace collector for multi-

lement preconcentration in analysis of water, high-purity sub-
tances, vegetable sample, etc. There are two general approaches
o metal preconcentration using activated carbon, namely from

∗ Corresponding author. Fax: +48 32 599978.
E-mail address: bmikula@us.edu.pl (B. Mikuła).
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queous solution by simply adjusting the pH to an adequate
alue and by using a chelating agent.

A literature survey revealed that enrichment of heavy met-
ls on actived carbon is usually carried out after chelation with
-hydroxyquinoline [1–6], cupferron [7,8], dithiocarbamates
9–12], dithizone [13,14], potassium ethylxanthate [15,16],
hrome azurol S [17] or the ammonium salt of dithiophospho-
ic acid O,O-diethyl ester [18]. Following desorption in a small
olume of nitric acid, the metal concentration are measured by
AS or ICP-OES.

Zhang et al. [19] presents a method where by trace elements

re adsorbed in NH4Cl–NH3 medium on activated carbon and
hen determined by microwave plasma torch atomic emission
pectrometry.
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1,10-Phenantroline has been used as a complexing reagent
or preconcentration trace metals [20–24].

Problems in using activated carbons for analytical work are
elated to the large variations in the physical and chemical
roperties of the different sources of carbon and difficulty in
btaining full desorption of organic and inorganic analytes.

The aim of the present work was to investigate activated car-
on for the preconcentration and separation of cadmium, copper,
ickel, cobalt and lead traces. 1,10-Phenantholine was used as
complexing agent. The model system was used for the deter-
ination of heavy metals in plant materials.

. Experimental

.1. Apparatus and conditions

Mineralizer M-9 (WSL, Bytom); Mineralizer microwaves
niClever (Plasmatronika); Spectroflame, ICP Model M (Spec-

ro Analytical Instruments).
The sequential spectrometer was used with following param-

ters: frequency, 27.12 MHz; power, 1.1 kW; demountable
uartz torch, Ar/Ar/Ar; coolant gas Ar, 14.0 l min−1; auxilliary
as Ar, 0.5 l min−1; nebulizer gas Ar, 1.0 l min−1; nebulizer
ressure, 2.4 bar; glass spray chamber according to Scott, sam-
le flow rate, 1.0 ml min−1; observation height 11 mm; holo-
raphic grating, 2400 grooves mm−1; dispersion of grating in
he first reciprocal order, 0.55 nm mm−1; wavelength range of
onochromator 165–460 nm; integration time, 3 s. The wave-

engths for Cd, 226.50 nm; Pb, 220.35 nm; Ni, 352.45 nm; Co,
28.62 nm; Cu, 324.75 nm.

.2. Reagents

Standard solutions Cd(II), Cu(II), Pb(II), Ni(II) and Co(II)
f concentration 1 mg dm−3 (Merck). Activated carbon (AC),
owder (J.T. Baker); 1,10-phenanthroline (POCH); conc. HNO3
POCH); H2O2 30% (POCH). All reagents used were of analyti-
al or ultrapure grade. The water used for synthetic solutions was
oubly distilled in a quartz apparatus. The 1,10-phenanthroline
as prepared by dissolving 0.496(5) g of the reagent in 0.25 dm3

f doubly distilled water.

.3. Preconcentration procedure

The procedure of the concentration of cadmium, copper,
ickel, cobalt and lead by adsorption on activated carbon with
he use of 1,10-phenanthroline was as follows.

Activated carbon powder (J.T. Baker) was kept in nitric acid
1:1) solution for 24 h so as to remove the metal ions and other
mpurities sorbed on it. Then it was filtered and rinsed with
oubly distilled water until it was free from acid. It was dried
n a drying furnace at 110 ◦C. The complexing reagent and the
ctivated carbon were added to a beaker with the 50 cm3 model
olution containing 5 �g each Pb(II), Co(II), Cu(II), Ni(II) and

d(II). The pH of the solution was adjusted to desired value

pH ≈ 7). The required pH of the solution was adjusted by
dding 0.1 mol dm−3 hydrochloric acid or 0.1 mol dm−3 sodium
ydroxide.

N
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The activated carbon, after the metals sorption, was rinsed
ith water and dissolved in 10 cm3 of 3 and 8 mol dm−3. The
etals concentration was determined with ICP-OES.

.3.1. Preconcentration of activated carbon by static
ethod
A 10 cm3 of the complexing reagent (0.01 mol dm−3 1,10-

henanthroline solution) and 0.1 g activated carbon were added
o the sample and diluted to 50 cm3. The mixture was stirred
ith a magnetic bar for 25 min. Then the sample was prepared

n two ways.
In the first method, the sample was filtered through a fil-

er paper, rinsed with water and dissolved in 10 cm3 of 3 and
mol dm−3 HNO3.

In the second method, the mixture was filtered through a
mall filter paper (Millipore). Then a filter paper covered with
ctivated carbon was mineralized by adding 3 cm3 of nitric acid
n a microwave mineralizer. The obtained solution was diluted
o the volume of 10 cm3.

.3.2. Column method
The 500 mg of activated carbon was packed in a column SPE-

P (polypropylene-size 3 cm3).
The sample solution containing 5 �g Cd(II), Cu(II), Pb(II),

i(II) and Co(II) and 2 cm3 of 1,10-phenanthroline solution
pH ≈ 7.0) was passed through the columns filled with acti-
ated carbon after adjusting its pH to an optimum value at a
ow rate of 1 cm3 min−1 used by BAKERBOND SPE system.
he metals were then desorbed from the column with 10 cm3 of
.0 mol dm−3 nitric acid.

.3.3. Mineralization of plant materials
The 1 g sample of potatoes of 1 mm grain size, dried previ-

usly to the constant air-dry mass was mineralized by adding
0 cm3 of HNO3 and H2O2 (t ∼= 190 ◦C) in a mineralizer M-9.
hen the obtained solution was diluted to the volume of about
0 cm3. The prepared samples were neutralized to pH 7–8 with
he sodium hydroxide solution.

. Results and discussion

The application of activated carbon for enrichment of trace
lements in different materials is often presented in the analytical
rocedures. However, better results are to be expected when
he metals are complexed with organic chelating agents before
dsorption on AC. For these reasons 1,10-phenathroline was
hoosen in this work as a complexing agent for enrichment on
C.

It was proved experimentally that nitric acid slightly influ-
nced the simultaneous determination of Pb(II), Co(II), Cu(II),
i(II) and Cd(II) by the ICP-OES method. Model standard

urves (for the solutions containing the matrix reagents) were
inear in the concentration range 0.1–1.5 �g cm−3 for Cd, Cu,

i, Co and 0.2–1.5 �g cm−3 for Pb.
In the literature there are two methods proposed. One of them

equires the complex compound to be added to the sample first
nd then adsorbed on the activated carbon. In the second, the
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Table 1
Effect on the concentration of elution solutions on results of determination of
heavy metals after preconcentration on AC with 1,10-phenanthroline by the
static method

CHNO3 (mol dm−3) Recovery (%)

Cd Co Cu Ni Pb

3 95.4 81.4 45.2 21.4 100.2
4 95.2 94.2 50.8 21.8 99.4
5 94.0 86.3 69.8 22.0 98.6
6 93.6 90.0 70.4 35.4 96.0
7 93.2 93.2 67.6 36.0 93.0
8 92.6 95.6 78.4 42.6 92.6
9 86.8 93.8 74.1 41.2 90.0
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ig. 1. The effect of pH on the recovery of metals with 1,10-phenanthroline by
tatic method.

ctivated carbon is modified with a complexing reagent before
ontact with the ions of the metal. In this work the first method
as applied.
In order to obtain quantitative recoveries of the metal ions

n the activated carbon, the preconcentration procedure was
ptimized for the various analytical parameters such as sam-
le preparation, pH, amount of activated carbon, complexing
eagent, factor preconcentration and the stirring time were stud-
ed.

The effect of pH on the separation of metal ions was stud-
ed in the range 2–10, keeping the other parameters constant.
s shown in Fig. 1, the optimum pH range for quantitative

ecoveries of Cu, Ni, Pb, Cd and Co was above 7. The effect of
mount of activated carbon and 1,10-phenanthroline was exam-
ned in the range 50–300 mg and 5–20 cm3 of 0.01 mol dm−3

olution, respectively. In the proposed procedure, 100 mg AC
nd 10 cm3 of 0.01 mol dm−3 1,10-phenanthroline were recom-
ended for quantitative sorption of metal ions. For the 300 mg
C and above, the preconcentration was not quantitative. The

tirring time of the solution was tested in the range 10–40 min.
he result of the stirring time effect demonstrated that the sorp-

ion of the complex was quantitative after 25 min.
For the group desorption Pb(II), Co(II), Cu(II), Ni(II) and
d(II), 8 mol dm−3 of eluent (nitric acid) proved to be efficient.
owever, for the desorption of Cd(II) and Pb(II), it was suffi-

ient to apply 3 mol dm−3 HNO3 as an eluent, obtaining almost
00% recovery of metals (Table 1). The results showed that des-

6
a
c
3

able 2
esults of analysis of metal ions by ICP-OES after preconcentration on AC

Column method, elution Static method

Recovery (%) R.S.D. (%) Elution

Recovery (%)

d 100.6 2.9 92.6
o 83.0 9.0 95.4
u 87.6 9.4 78.6
i 24.6 9.0 39.4
b 94.4 9.8 91.0

H 7–8; eluent: 10 cm3 of 8 mol dm−3 HNO3; ligand: 0.01 mol dm−3 1,10-phenanthr
0 84.4 93.6 70.5 46.6 85.6

H 7–8; 10 cm3 eluent volume; ligand: 0.01 mol dm−3 1,10-phenanthroline.

rption was not quantitative for nickel and copper. Therefore,
he activated carbon with adsorbed metals was mineralized with
cm3 of nitric acid. The results presented in Table 2 confirm

he efficiency of preconcentration of metals on activated car-
on using 1,10-phenanthroline. Difficulties with the elution of
dsorbed metals are probably due to formation of metal com-
lexes strongly adsorbed on activated carbon.

This procedure was also applied to the preconcentration of
he investigated elements by the column method. The influ-
nce of the flow rate in the range 1.0–3.0 cm3 min−1 on the
orption of metals into SPE and elution was studied. The pecon-
entration and elution flow rate was quantitative for this range
nd hence 1.0 cm3 min−1 was choosen for preconcentration and
lution in the later studies. Table 2 shows the results of the
reconcentration of the complexes of metal ions with 1,10-
henanthroline by the static and column method. The results
f the preconcentration in column method gave good R.S.D.
ut recoveries of the elements were lower than in the static
ethod. Quantitative preconcentration and elution of metals
as obtained by increasing the dilution of 5 �g metal ions in

he range 25–500 cm3 (final volume: 10 cm3). The enrichm-
ent factor was found to be approximately 50. The limit of

etection values (defined as “blank + 3s” where s is the stan-
ard deviation of the blank determination) were 5.8, 70.8,

.7, 24.6, and 10.8 �g dm−3 for Cd(II), Pb(II), Co(II), Ni(II)
nd Cu(II), respectively. The corresponding limit of quantifi-
ation (blank + 10s) values were 13.5, 151.3, 20.0, 58.9 and
3.2 �g dm−3, respectively.

Mineralized AC

R.S.D. (%) Recovery (%) R.S.D. (%)

2.9 100.8 3.1
2.6 97.2 3.2
1.0 94.6 2.4
3.0 99.6 1.2
2.7 100.0 2.3

oline.
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Table 3
Results of determining of Cd, Pb, Co, Ni and Cu in references material (oriental tobacco leaves, CTA-OTL-1) by ICP-OES methods after preconcentration of metals
with 1,10-phenanthroline on activated carbon

Metal Certified value (�g g−1) Determined (�g g−1)

Column method, elution Static method

Elution Mineralize AC

Cd 1.12 ± 0.12 1.07 ± 0.13 1.05 ± 0.06 1.15 ± 0.07
Pb 4.91 ± 0.80 5.25 ± 0.1 5.31 ± 0.08 5.02 ± 0.01
Co 0.879 ± 0.039 0.70 ± 0.09 0.84 ± 0.06 0.89 ± 0.01
Ni 6.32 ± 0.65 1.28 ± 0.07 1.55 ± 0.08 6.25 ± 0.09
Cu 14.1 ± 0.5 14.1 ± 0.1 6.0 ± 0.1 13.9 ± 0.1
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H 7–8; eluent: 10 cm3 of 8 mol dm−3 HNO3; ligand: 0.01 mol dm−3 1,10-phen

Different amounts of the metals were preconcentrated by
he proposed methods in the range 1.0–15 �g in 500 cm3 solu-
ion. The R.S.D. and the average recovery preconcentration were
omparable (Table 2).

In order to establish the validity of the proposed procedure,
he method has been applied to the determination of the content
f the studied elements in standard reference material-oriental
obacco leaves (CTA-OTL-1). The results of the metal analyses
fter preconcentration on activated carbon using two different
ethods (the static and column methods) are reported in Table 3.
he use of both methods gave good recovery for cadmium, lead
nd cobalt. Only the recovery obtained for copper and nickel in
he references material was significantly lower, but recovery of

etals was comparable with the values obtained for the model
olutions, and can also be applied to determine the approximate
ontents of these metals.

The AC mineralization method allowed to obtain about 100%
ecovery.

These results proved also that the procedure can be applied
atisfactorily for the determination of metals in contaminated
amples of plant materials. The preconcentration procedures
ere applied to the determination of Co(II), Pb(II), Ni(II), Cd(II)

nd Cu(II) in potatoes by ICP-OES (Table 4). The R.S.D. val-

es were less then 10%. In the investigated samples of plant
aterial, in spite of the application of separation and precon-

entration methods, traces of cobalt were found, but the amount
as below the detection limit.

able 4
esults of Cd, Co, Cu, Ni and Pb in potatoes by ICP-OES method

etal Determined (�g g−1)

Column method, elution Static method

Elution Mineralized AC

d 0.41 ± 0.04 0.41 ± 0.02 0.38 ± 0.02
o <0.1 <0.1 <0.1
u 4.1 ± 0.1 5.2 ± 0.3 4.82 ± 0.06
i 0.22 ± 0.01 0.26 ± 0.03 0.50 ± 0.09
b 0.91 ± 0.06 1.3 ± 0.1 0.91 ± 0.07

H 7–8; eluent: 10 cm3 of 8 mol dm−3 HNO3; ligand: 0.01 mol dm−3 1,10-
henanthroline.

[
[
[
[

[
[

oline.

Preconcentrating of heavy metals on activated carbon by
he static and column methods, using elution with proper acid,
ecovery of some metals was not qantitative. That is why
ineralization of activated carbon with adsorbed metals was

referred.

. Conclusion

The proposed static and column methods of the preconcen-
ration of Co(II), Pb(II), Ni(II), Cd(II) and Cu(II) as complexes
ith 1,10-phenanthroline with the use of activated carbon were

ound simple and accurate. The static method may be used for
reconcentration and determination of Cd, Co and Pb. For pre-
oncentration of Cd and Pb, the static and column methods
ay be applied. However, for the group determination of the
etals, mineralization of activated carbon with adsorbed met-

ls was proposed. It was found that there was no significant
ifference between achieved results by proposed methods and
ertified results. The methods of preconcentration of heavy met-
ls can be used for their determination in plant materials by the
CP-OES.
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bstract

Application of interdigitated array microelectrodes as electrochemical sensors for determination of antioxidant capacity is reported. Electro-
hemical measurements with interdigitated electrodes (IDE) were studied in both stationary solutions and the flow system. The method is based on
iamperometric measurements using ABTS•+|ABTS redox couple in phosphate buffer solution, pH 7.40. During analysis, the ABTS radical cation
as enzymatically produced by peroxidase in a tubular flow-through reactor. The performance of bioreactor was tested at different concentrations
f immobilized enzyme, ABTS and hydrogen peroxide. The influence of flow rate on proper operation of the bioreactor was also studied. The
esults of antioxidant activity were determined using Trolox as a standard. The applied IDE detector accomplished good sensitivity of 0.3 nA/�M

f Trolox and offered linear range between 20 to 500 �M of Trolox.

The comparison of results (R2 = 0.9915) for antioxidant activity between spectroscopic and FIA biamperometric measurements by interdigitated
lectrodes confirmed the applicability of the proposed method for determination of antioxidant capacity.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Interdigitated electrodes (IDE) have various advantages con-
erning their ability to enhance the current response, and offer
igher sensitivity than the macro-electrode. Therefore interdig-
tated electrode has been used in a variety of electrochemical
pplications including development of sensors, electrochemical
easurements in highly resistant media, detection of intermedi-

te species, and trace determination of easily oxidizable organic
nd inorganic species.

Sanderson and Anderson described the electrochemical
ehavior of IDE almost 20 years ago [1]. Morita and coauthors

tudied electrochemical measurements with carbon-based inter-
igitated array electrodes in batch mode and in flow system [2],
hile Kudera et al. presented application of multi microelectrode

∗ Corresponding author. Tel.: +385 1 4597 289; fax: +385 1 4597 260.
E-mail address: stjepan.milardovic@fkit.hr (S. Milardovic).

n
e
t
i

d
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.03.042
mperometry; Trolox

rray of eight different sizes in biological electrochemistry [3].
pplication of interdigitated array electrodes for determination
f enzyme activity was also described [4]. Xie et al. used a chip
ith four separated parallel arrays of iridium-made ultramicro-

lectrodes and miniaturized flow device for trace heavy metal
easurements in water [5]. The measuring system consisting

f four pairs of thin gold interdigitated electrodes and two aux-
liary electrodes fixed on micro fluidic platform was described
s a chip-based detector for rapid detection and quantification
f nucleic acids [6]. Interdigitated ultramicroelectrode arrays
IDUAs) as possible transducers in a portable microfluidic-based
iosensor were designed with the aim to maximize signal-to-
oise ratio [7], while palladium nanoscaled interdigitated array
lectrode was made with deep UV lithography and applied for
he detection of binding affinity of biomolecular structures by

mpedimetric measurements [8].

Biamperometric measurements involve electrochemical
etection by two identical working electrodes, polarized with
small voltage difference, and applied in the solution contain-
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ng indicating reversible redox couple. Indirect biamperometric
ethod of measurements is based on homogeneous reaction

etween an analyte and an indicating reversible redox cou-
le. The most considered indicating systems for biamperometric
etermination include Fe3+|Fe2+, I2|I−, Br2|Br−, VO3

−|VO2+,
e (IV)|Ce (III) and Fe(CN)6

3−|Fe (CN)6
4−.

Tougas and coauthors explained the basis for flow injec-
ion analysis by biamperometric technique [9]. Determination of
arious analytes as components of complex biological samples
urine, blood) was possible due to high selectivity of biampero-
etric method [10,11].
In recent years, a considerable interest has been focused

n analytical methods for evaluation of antioxidant activity
f food [12,13] and beverage samples [14,15]. One of the
ost widely used method for antioxidant activity evaluation is

ased on decolorization assay based on the scavenging of stable
BTS radical cation (2,2′-azino-bis(3-ethylbenzo thiazoline-6-

ulfonic-acid)) [16,17]. Iveković et al. explained electrochemi-
al generation of ABTS radical cation and its application for flow
njection analysis of antioxidant activity by spectrophotometric
etection [18]. Determination of antioxidant activity by amper-
metric and biamperometric method using DPPH|DPPH• redox
ouple and classic glassy carbon disc electrode in the batch mode
f measurements has recently been presented [19,20]. Kad-
ikova and Kostić described biocatalytical oxidation of ABTS
y hydrogen peroxide using horseradish peroxidase encapsu-
ated in the sol–gel glass [21]. Campanella and coworkers have
ecently presented an electrochemical method for determination
f antioxidant capacity using a biosensor [22].

The aim of this study was the development of an electro-
hemical method for the flow injection analysis of antioxidant
apacity, based on continuous enzymatic production of ABTS•+

nd biamperometric detection by interdigitated electrode (IDE).
n this study ABTS•+|ABTS redox couple was used as indicat-
ng redox pair. ABTS•+ radical cation represents an oxidized
orm while ABTS is a reduced form of the redox pair. During
he analysis, continuous one electron oxidation of 2,2′-azino-
is(3-ethylbenzothiazoline-6-sulfonic-acid) into corresponding
adical cation ABTS•+ (Eq. (1)) was achieved by peroxidase-
atalyzed reaction in the flow-through tubular reactor.

Enzymatically produced ABTS•+ react in the mixing coil
ith different compounds of antioxidant AH (analyte) producing
BTS according to reaction (2).

BTS•+ + AH → ABTS + A• + H+ (2)

After reaction, ABTS•+ concentration was reduced. In the
roposed biamperometric measurement by IDE, current inten-
ity is proportional to the residual reduced concentration of

BTS•+ after reaction with an antioxidant. When analyzed

olution contains a suitable ratio of reduced/oxidized forms
f indicating redox pair, the interferences from the analyti-
ally undesirable oxidative or reductive species presented in the

s
s
d
d

a 71 (2007) 213–220

(1)

olution are minimized. Consequently, in the case of the stud-
ed method, possible interferences caused by oxidative form of
ntioxidants designated as A• in Eq. (2) would be avoided.

The applied interdigitated electrodes contributed to biamper-
metric measurements of antioxidant capacity with many advan-
ages including high selectivity, short response time, high rate
f steady state current, high sensitivity, and also enabled appli-
ation of the flow injection analysis.

. Experimental

.1. Reagents and solutions

Commercially available chemicals of the highest purity
ere used. l-Ascorbic acid, and uric acid, l-glutathione

reduced form), 6-hydroxy-2, 5,7,8-tetramethylchroman-
-carboxylic acid (Trolox, 97%), ABTS (2,2-azino-bis
3-ethylbenzo-thiazoline-6-sulfonic acid) diammonium salt,
8%), N, N′-methylenebisacrylamide (99%), 2,2-dimethoxy-
-phenylacetophenone (99%), and peroxidase (147 units/mg)
rom horseradish (type 1) were obtained from Sigma–Aldrich
St. Louis, USA). Acrylamide was purchased from Fluka
Buchs, Switzerland). Sodium dihydrogen phosphate, sodium
ydrogen phosphate, potassium chloride, hydrogen perox-
de (30%) were from Kemika (Zagreb, Croatia). Potassium
eroxodisulfate (K2S2O8) was from Merck (Germany). Ten
illiliter of 10 mM solutions of antioxidants were prepared

aily. The solutions of water-soluble antioxidants (l-ascorbic
cid, l-glutathione, Trolox, uric acid (5 mM), gallic acid and
-acetyl-l-cysteine) were prepared using double deionized
ater from Millipore-MilliQ system (USA). The ABTS•+ solu-

ion (50 ml) was prepared 24 h before the spectrophotometric
nalysis by mixing 0.2 ml 65 mM K2S2O8 and 10 ml 5 mM
BTS using phosphate buffer, pH 7.4.

.2. Apparatus and instrumentation

Electrochemical measurements were carried out on Poten-
iostat 273 A (Princeton Applied Research, USA) connected to

computer for data collection and analysis. Cyclic voltammetry
as performed in a standard three-electrode electrochemical cell

or preconditioning of IDE. Interdigitated electrodes (IDE) IME
525.3 FD Au P (ABTCH, Richmond, USA) were employed as
orking electrodes while a disc glassy carbon electrode was used

s an auxiliary electrodes and Hg2Cl2|3 M KCl was used as a
eference electrode. Interdigitated array electrodes was microli-
ographically fabricated sensor chip, formed from magneton

puttered gold on borosilicate glass substrate and consist two
eparated working electrode arrays on chip (6.4 mm × 5.5 mm,
igit length Wa = 2.985 mm, digit width (Wg) = 15 �m, inter-
igit space (W) = 15 �m and the number of digit pairs = 25),
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Fig. 1. Graphica

ig. 1. The applied potential scan rate in cyclic voltammetry
as 50 mV/s. Current-time measurements utilized the pair of

nterdigitated electrodes fixed in flow-through measuring cell.
ransportation of the carrier solution in FIA mode (Fig. 2) was
ade by double tubing peristaltic pump. Sample injection into

arrier stream was done by a syringe using injector valve Rheo-
yne Model 7125 and the sample loop of 10 �l. Knitted coil
eactor was made using a Teflon tube (1 mm in diameter, 60 cm
ong).

The absorbance of ABTS•+ was measured at 730 nm on a
ouble-beam DMS 80 (USA) spectrophotometer connected to
computer for data acquisition.

.3. Interdigitated electrode (IDE) conditioning

Prior to measurement, interdigitated electrodes were cleaned
nd preconditioned according to manufacturer’s recommenda-
ions. The conditioning was made in 0.8 M sulfuric acid by three-
old cycling potentials in the range between −600 to 1000 mV
sing 50 mV/s scan rate. The preconditioning was repeated for
ach part of IDE pairs using Hg2Cl2|3 M KCl as a reference
lectrode and the disc glassy carbon electrode as an auxiliary
lectrode.

.4. Spectroscopic determination

One milliliter ABTS•+ in the phosphate buffer solution (pH

.40, initial absorbance of 0.7) was placed in a plastic spectro-
copic 1.5 ml cell (12.5 mm × 12.5 mm × 45 mm, Brand, Ger-
any). After reaching steady state of absorbance at 730 nm,
�l of the measuring sample (Trolox standard, pure antioxidant

c
A
d
w

entation of IDE.

amples or actual sample) were added to the cuvette and mixed
or 10 s. The changes in absorbance were read after 20 s as this
eriod was needed for mixing the sample and ABTS•+ in the
oil reactor applied for FIA biamperometric analysis.

.5. Flow-through bioreactor: production of ABTS•+

Immobilization of peroxidase was made in polyacry-
amide gel. Acrylamide solution was prepared by 0.43 g acry-
amide, 66 mg N, N′-methylenebisacrylamide and 2.4 mg 2,2-
imethoxy-2-phenylacetophenone dissolved in 1 ml deionized
ater and 1.5 ml of glycerol. In 600 �l of acrylamide solution,
.9 mg of peroxidase (147 units/mg) were added and mixed well
or 30 min. The solution was placed on a glass plate and pho-
opolymerized by illumination from a mercury lamp (Osram,
ltravitalux, 300 W, Germany) during 2 min at the distance of
5 cm. The formed gel was cut by spatula to 3 mm × 3 mm
ieces and filled into a tubular reactor (4 mm in diameter, 4 cm
ong). To obtain adequate porosity and continuous flow across
he well-filled reactor, the silica-gel grains (2 mm in diameter)
ere packed together by polyacrylamide. Reactions in the biore-

ctor between immobilized peroxidase and ABTS and hydrogen
eroxide were described by Eq. (1).

.6. Actual antioxidant samples

Tea solutions were prepared by weighing 0.3 g of commer-

ially available tea in 30 ml of deionized water heated to 60 ◦C.
fter 20 min of extracting, the samples were filtered and imme-
iately used for analysis. Camomile and sage tea were used
ithout further dilution while rosehip tea and tropic fruit tea
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F biamperometric IDE detector. MC: mixing coil, ECD: electrochemical detector, W:
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ig. 2. Graphical presentation of FIA device and construction of a flow-through
aste.

ere diluted three-fold prior to analyses. The green tea was
iluted six-fold by buffer solution before biamperometric or
pectrophotometric measurements. The samples of black wine
ere ten-fold diluted while blueberry juice samples needed four-

old dilution. Orange juice, white wine and apple juice were
nalyzed by both techniques without dilution.

. Results and discussion

.1. Electrochemical response of IDE

Fig. 3a shows the cyclic voltammograms of IDE in the phos-
hate buffer solution (0.05 M, 150 mM KCl, pH 7.4) containing
mM of ABTS after successive addition of ABTS•+. A poten-

ial scan rate of 5 mV/s was used. Curves 1–6 indicate IDE
esponses to concentrations of 12.6, 18.6. 24.4, 30, 35.4 and
0.52 �M of ABTS•+, respectively. Increase in the concentra-
ion of ABTS•+ resulted in increased current responses in both
athodic and anodic part of voltammograms. This phenomenon
s indicated in Fig. 3b which shows linearity between current
esponse of IDE, determined at potential of 100 mV, in the above
entioned concentration range of ABTS•+. Initially, measure-
ents with applied buffer solution containing only 1 mM ABTS

designated as “o” in Fig. 1) resulted in low residual current. As

vident in Fig. 3b, the current responses are a linear function
f the bulk concentration of the radical form of ABTS, i.e. the
urrent response is linear for those constituents of redox couple
hich were present in the measured sample in lower concentra-

Fig. 3. (a and b) Cyclic voltammograms of IDE in the phosphate buffer solution,
pH 7.4, containing 1 mM ABTS (curve “o”) and 12.6, 18.6, 24.4, 30.0, 35.4 and
40.5 �M ABTS•+ (curves 1–6, respectively). Scan rate 5 mV/s.
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ion. Also, the current response should be negligible in the case
hen only one constituent of the redox pair existed in the bulk

olution.

.2. Production of ABTS•+ by HRP immobilized and
acked in the flow-through reactor

The effect of H2O2 concentration on oxidation of ABTS cat-
lyzed by HRP immobilized in flow-through tubular reactor can
e seen in Fig. 4a. Applied tubular reactor was 4 mm in diameter
nd 2 cm long, while the mass of immobilized and packed HRP
as 1.4 mg. Initial concentrations of ABTS were 1, 2 and 4 mM.
ach point in the plots indicates hydrogen peroxide concentra-

ions of 30, 60, 125, 250, 500 and 1000 �M, respectively. The
teady-state current was measured by IDE with imposed volt-
ge difference of 100 mV, and the applied volume flow rate was
.22 ml/min. According to Fig. 4a, production of ABTS in the
ubular flow-through reactor increased upon increasing the con-

entration of hydrogen peroxide and the maximum value was
eached at the concentration of 250 �M. It was also observed
hat the double increase in ABTS concentration caused only 20%
igher current response. The absorbance of produced ABTS rad-

ig. 4. (a) Effect of H2O2 concentration on oxidation of ABTS catalyzed by HRP
mmobilized in flow-through tubular reactor. Initial concentrations of ABTS
ere 1, 2 and 4 mM. Each point in the plots designates hydrogen peroxide

oncentration of 30, 60, 125, 250, 500 and 1000 �M, respectively. IDE was
olarized by voltage difference of 100 mV and the applied volume flow rate was
.22 ml/min. (b) Experimental conditions were the same as those in (a). Each
oint in the plot indicates absorbance of ABTS•+ produced in a flow-through
ubular enzymatic reactor after reaction between 1, 2 and 4 mM ABTS and 30,
0, 125, 250, 500 and 1000 �M hydrogen peroxide, respectively.
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cal cation shows the same dependence on the concentration of
ydrogen peroxide and ABTS, as shown in Fig. 4b.

Determined absorbances at 250 �M of hydrogen peroxide
ere 0.318 (1 mM ABTS), 0.357 (2 mM ABTS) and 0.43 (4 mM
BTS) while the concentrations of ABTS in the radical form,

alculated using ε= 1.5 × 104 l mol−1 cm−1 [23], were 21.2,
3.8 and 28.7 �M, respectively. The ABTS•+ yields determined
t 250 �M H2O2 were in the range between 8.4 and 11.5%,
etween 16.4 and 18.4% for 120 �M H2O2, and approximately
4% for 30 �M H2O2. As the concentration of H2O2 rose, the
BTS•+ yields slightly decreased; therefore, to improve the
ield of ABTS•+ without the possibility to produce other oxida-
ion forms of ABTS [23], the rest of experiments were conducted
n the 4 cm long tubular reactor with 3.9 mg of immobilized HRP,
sing 2 mM ABTS because any further increase in H2O2 concen-
ration could not ensure significantly higher yield of ABTS•+.

Flow rate dependence of steady-state current and the
bsorbance obtained in the buffer solution of 2 mM ABTS and
20 �M H2O2 catalyzed by HRP (m = 3.9 mg) immobilized and
acked in the flow-through tubular reactor are shown in Fig. 5a
nd b. The current response was measured by IDE polarized at

oltage difference of 100 mV. Each point in Fig. 5a designates
he current response for flow rates of 2.68, 1.71. 1.36, 1.16, 1.06
nd 0.68 ml/min, respectively. Corresponding ABTS•+ yields
ere in the range between 32.2% (77.3 �M of ABTS•+) and

ig. 5. (a) Flow rate dependence of steady-state current obtained in the
uffer solution of 2 mM ABTS and 120 �M H2O2 catalyzed by HRP
m = 3.9 mg) immobilized and packed in the flow-through tubular reactor (reac-
or length = 4 cm). Current response was measured by IDE polarized at voltage
ifference of 100 mV. Each point indicates current response for flow rates of
.68, 1.71. 1.36, 1.16, 1.06 and 0.68 ml/min, respectively.
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spectrophotometric determination is shown in Fig. 9. The injec-
tion of each sample of antioxidant or an actual sample of juices,
wine or tea were repeated three-fold and the results of antioxi-
dant capacity were determined by two points calibration graph of
ig. 6. Influence of the potential difference applied between IDE to cur-
ent sensitivity. Experimental conditions were as follows: c(ABTS) = 2 mM,
(H2O2) = 120 �M, volume flow rate = 1.22 ml/min.

0% (120 �M of ABTS•+) obtained in the reactor a day after
reparation, and between 19.8 and 32.5%, 8 days after the biore-
ctor had been packed. The flow rate of 1.22 ml/min was used
n all further experiments because the current response of IDE
s the result of produced ABTS•+ slightly changes in the range
etween 1.22 ml/min and 0.68 ml/min.

.3. Effect of potential difference on the current sensitivity

Influence of the potential difference applied between IDE to
he current sensitivity is shown in Fig. 6. Experimental con-
itions were as follows: c(ABTS) = 2 mM, c(H2O2) = 120 �M,
olume flow rate = 1.22 ml/min, �E was shifting in the range
etween 10 and 210 mV in the steps of 20 mV. The steady
tate current obtained rose as the imposed voltage difference
ncreased. However, at a potential higher than 100 mV, the
otential effect on current responses was minimized. Also, the
ossible interference of undesirable species presenting in the
easured sample at the lower potential should be suppressed.
ll of these factors were considered and the potential of 100 mV
as favored in all further experiments. The same behavior of IDE

oward potential change was observed before in the batch mode
f measurement, as seen in Fig. 3a.

.4. Flow injection measurements

Fig. 7 shows the diagram obtained for Trolox in the
oncentration range between 20 and 600 �M. The mea-
urements were conducted in the 50 mM phosphate buffer
olution, pH 7.4, containing ABTS (c = 2 mM) and H2O2
c = 120 �M) at the potential imposed to IDE of 100 mV. The
BTS/ABTS•+ molar ratio was 15.6:1. The applied flow rate
as 1.22 ml/min. Biamperomatric response of IDE was lin-

arly related to Trolox concentration up to 500 �M (I = (8.41 ±
.62) nA + ((0.312 ± 0.006) nA/�M) c/�M, R2 = 0.9956). The
ensitivity of the method was 0.312 nA/�M of Trolox while the
imit of detection accomplished by the used measuring device

as 6.5 �M. The absolute limit of detection was calculated as
triple value of the standard deviation of background current

ivided by sensitivity. According to diagram, the time needed
or peak forming was approximately 65 s; 20 s was needed for

F
d
w
g

n the 50 mM phosphate buffer solution pH 7.4 containing ABTS (c = 2 mM)
nd H2O2 (c = 120 �M). Working potential was 100 mV, applied flow rate was
.22 ml/min, sample loop volume was 10 �M.

ample transporting from an injection valve through a mixing
oil to the detector, so that the time of analysis was 85 s.

Flow injection analysis of water-soluble antioxidant is shown
n Fig. 8. Experimental conditions were the same as in Fig. 7. The
oncentration of injected antioxidants was 250 �M for Trolox,
scorbic acid and uric acid, and 220 �M for reduced glutathione.
rolox equivalents, calculated by dividing current response of

ested antioxidant by the current response of Trolox, were 0.995
or uric acid, 0.994 for ascorbic acid, and 0.817 for reduced
lutathione, and are in good correlation to theoretical value 1
or uric and ascorbic acid, and 0.9 for reduced glutathione [24].

Antioxidant activity for sixteen pure compounds of antioxi-
ants and actual samples of tea, wine and juices determined spec-
roscopically and biamperometrically is summarized in Table 1.
xperimental conditions were the same as those for calibration
iagram of Trolox. To suppress possible reaction between unre-
cted hydrogen peroxide and antioxidant that presented in the
eal sample, the inlet hydrogen peroxide concentration to flow-
hrough reactor was reduced to 30 �M. Correlation of the antiox-
dant activity determined by biamperometric FIA method and
ig. 8. Flow injection analysis of water-soluble antioxidant Experimental con-
itions were the same as in Fig. 7. The concentration of injected antioxidants
as 250 �M for Trolox, ascorbic acid and uric acid, and 220 �M for reduced
lutathione.
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Table 1
Comparison of results for antioxidant capacity obtained by spectrophotometric
(batch mode) and biamperometric measurements (FIA mode)

Antioxidant capacity
determined by IDE

Antioxidant capacity
determined
spectrophotometrically

Trolox 1.00 1.00

Water-soluble antioxidants
l-Ascorbic acid 0.99 0.96
Uric acid 0.95 0.94
Gallic acid 2.33 2.99
N-Acetyl-l-cystein 1.25 1.48
l-Glutathione 0.82 0.92

Real samples
Tea

Rosehip tea 4.46 4.58
Tropic fruit tea 2.01 1.71
Green tea 7.50 7.38
Chamomile tea 0.48 0.42
Sage tea 0.94 0.87

Juices
Orange juice 0.89 0.97
Blueberry juice 4.59 3.80
Apple juice 0.34 0.34

Wine
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Red wine 14.10 15.00
White wine 0.88 0.99

rolox. The linearity was tested before and after measurements
f real samples by two different Trolox concentrations, and the
eal samples were diluted every time when current response
eached 0 value. The results of antioxidant capacity were calcu-
ated from the calibrating graph of Trolox and were expressed
s the corresponding Trolox concentrations. The regression

nalysis (antioxidant capacity determined spectrophotometri-
ally/mM =(−0.06 ± 0.12) + (1.040 ± 0.027)antioxidant capac-
ty determined by IDE, R2 = 0.9915) for intercept close to 0 and
he slope close to 1 confirmed good agreement between classic

ig. 9. Correlation between antioxidant capacity obtained by biamperometric
IA method and spectrophotometric determination. Experimental conditions:
(ABTS) = 2 mM, c(hydrogen peroxide) = 30 �M, flow rate = 1.22 ml/min,
E = 100 mV, V(sample loop) = 10 �M.
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[
[
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pectrophotometric (batch mode), and flow injection analysis
ased on biamperometric detection by IDE.

. Conclusion

The novel flow injection analysis of antioxidant capacity
ased on continuous enzymatic production of ABTS radical
ation and biamperometric detection by interdigitated electrode
as proposed. The production of ABTS•+ enzymatically by

he peroxidase immobilized and packed into a tubular flow-
hrough reactor offered continuous analysis immediately after
he time when reagents reached the enzymatic reactor, while
he classic spectroscopic analysis utilized ABTS•+ prepared
4 h prior to analysis. Immobilized peroxidase offered suffi-
iently high yields of ABTS•+, which is essential for practical
ork, and therefore achieved sufficiently wide linear range of
iamperometric detector by the applied interdigitated electrode.
DE consisted of a pair of identical electrodes specifically suit-
ble for biamperometric detection. Good linearity obtained for
rolox in the range between 20 and 500 �M and good agree-
ent between the results of Trolox equivalents obtained by

DE detector and those presented in the literature confirmed
he usefulness of biamperometric method for the determination
f antioxidant capacity. Additionally, good correlation between
pectrophotometric measurements and flow injection analysis
y IDE biamperometric detector, established for a wide variety
f samples, confirmed the applicability of the proposed method
or antioxidant capacity analysis.
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bstract

The quality of single-walled nanotubes (SWCNT) is usually assessed by means of electron microscopic techniques or Raman spectroscopy.
owever, these sophisticated techniques are not widely available and do not reliably estimate the impurities in highly heterogeneous samples

ontaining metal particles, fullerenes and other carbonaceous materials. We have developed a simple, inexpensive and convenient spectrophotometric
ethod to assess the purity of arc-discharge grown as-prepared SWCNT. Purification process consists of initial gas phase oxidation and refluxing
ith nitric acid at the optimal conditions including short time period during acid refluxing. We have shown that this method could remove the metal
articles effectively with a good yield of high quality SWCNTs, as shown by the spectrophotometric and scanning tunneling microscope studies
escribed here. The extent of removal of the nickel present in as-prepared carbon nanotube sample is followed by spectrophotometeric analysis of
he dissolved nickel analyte. The composition of nickel in the SWCNT sample is found to be 17.56%. The method is based on the chelating of

i2+ with dimethylglyoxime in ammoniacal citrate medium to form nickel dimethylglyoxime complex. A second stage purification of SWCNT

liminates the residual metal particles. The purified SWCNT has been studied using scanning tunneling microscopy which shows clearly resolved
ndividual carbon nanotubes.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The potential applications of single-walled carbon nanotube
SWCNT) both in basic science and technology originate from
ts exceptional physical and chemical properties [1,2]. The
dvanced technological application envisaged for SWCNTs
ainly rely on the purity of the material. Most of the presently

nown techniques for production of SWCNT quote the purity
f the sample to be about 10–90%. The as-produced SWCNT
AP-SWCNT) generally contains carbon encapsulated metal
articles along with the non-tubular carbon forms (amorphous
arbon particle, fullerenes, polyaromatic shells). A measure-
ent of the metal content in as-produced SWCNT samples is
mportant in realizing many of its potential applications. For
xample, the hydrogen uptake capacity of SWCNT shows a
trong dependence on the amount of residual nickel present

∗ Corresponding author. Tel.: +91 80 23610122; fax: +91 80 23610492.
E-mail address: narayan@rri.res.in (V. Lakshminarayanan).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.04.001
metric determination; STM of single-walled nanotubes

n nanotube sample [3]. The unusual magnetic properties
f SWCNT form the basis of nanoscale electronic devices.
bviously ferromagnetic nickel particles can have a significant

nfluence on the magnetic behavior of CNT. In order to realize
he potential applications of the magnetic properties of SWC-
Ts, the sample under investigation should be either free of
ickel particles or should posses a known quantity of the metal.
n other words, the efficiency of a purification process on the
xtent of the removal of nickel has to be monitored carefully.

The arc-discharge method of synthesizing SWCNT is a prin-
ipal technique used for large-scale economic production of high
uality SWCNT. Electric arc-derived AP-SWCNT contains sig-
ificant amount of metallic impurities, predominantly nickel,
hich is used as a catalyst in its preparation. Although SEM and
EM methods are regularly used to evaluate the sample purity,

hese methods become highly unreliable when bulk samples are

nder investigation. For example, within one SEM frame, the
mount of the material that can be seen and analyzed is of the
rder of a few micrograms and consequently only the materials
ith high homogeneity can be studied by SEM analysis. A crit-
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cal step involved in TEM studies is the preparation of nanotube
ispersion while in Raman and IR spectroscopic measurements,
nterpretation of the spectral data is rather complex and quan-
itative estimate of the metal content cannot be obtained [4].
hough thermo gravimetric analysis (TGA) is one of the widely
sed analytical tools for the determination of the metal con-
ent in SWCNT, the complications involved in TGA studies are,
xothermic oxidation during the measurements and the depen-
ence of the data on the temperature ramp rate.

In this communication, we report a simple and sensitive spec-
rophotometric method for the quantitative analysis of catalytic
ickel present in as-prepared single-walled carbon nanotubes.
he proposed method is a macro scale technique, which may

eadily be applied to purify several gram quantities of raw prod-
ct. The purification procedure employed here involves initial
as phase oxidation of SWCNT sample at 350 ◦C followed by
efluxing in HNO3. There are several methods based on different
xidising temperatures and sequences for gas phase oxidation
nd acid refluxing that are available in literature [5,6]. In our
rocedure, the air oxidized SWCNT is subjected to acid reflux-
ng in 6N nitric acid to dissolve metal particles. A long time
cid reluxing procedure usually employed attacks the defective
ites of nanotube surface, which results in shortening or even-
ual destruction of SWCNT. We have employed a significantly
hort time period of 30 min for acid refluxing treatment in 6N
itric acid and we observe that this could effectively dissolve the
etal nanoparticles without causing significant structural defor-
ations to SWCNT. Owing to their nanometre size, the metal

articles dissolve fast and the development of intense green color
fter 10 min of heating is indicative of the formation of nickel
itrate.

We have used gas phase purification, acid refluxing and
acuum filtration for separating the SWCNT from the metal
mpurities. A second stage purification of once purified SWCNT
nsures the effectiveness of our purification process and spec-
rophotometric studies confirm the purity of CNT to be above
9% with respect to metal content. Finally, we have character-
zed the purified SWCNT by scanning tunneling microscopy.

. Experimental

.1. Reagents

All the chemicals used in this study are of analytical grade.
he Millipore water with the resistivity of 18 M� cm was used

hroughout the experiments for the preparation of the aqueous
olutions. A standard stock solution of nickel (1.7 mM) was pre-
ared by warming the 0.01 g of nickel strip in 6N nitric acid at
0◦ C for 25 min. The dissolved solution is evaporated to expel
ny oxides of nitrogen, transferred quantitatively to a 100 ml
tandard flask after cooling. The dimethylglyoxime reagent is
repared by dissolving 0.5 g of dimethylglyoxime in 250 ml of
mmonia solution and diluting to 500 ml with water. A freshly

repared solution of DMG is used in all the experiments as the
xime group tends to get oxidized in air to form furoxane com-
ound. The dilute ammonia solution was prepared by mixing
he aqueous ammonia with water in the volume ratio of 1:1.

c
3
d
t

n / Talanta 71 (2007) 493–497

The SWCNT purchased from Carbolex Inc. (USA) con-
ists of single-walled close-ended carbon nanotubes, prepared
y arc-discharge synthesis using nickel and yttrium as cata-
ysts. Though the arc-discharge method of producing SWCNT
romises to be a convenient and relatively less expensive one,
he pristine nanotube sample is generally associated with the

etallic impurities. It is well known that arc-derived CNT is
ifficult to purify from the metal catalytic particles. There are
ome procedures described in the literature for the purification
f SWCNTs grown by arc-discharge method [7,8].

.2. Instrumentation

A spectrophotometer model SD 2000 (Ocean Optics, USA)
tted with a tungsten lamp source and a cell having a path length
f 1 cm was employed to measure the absorbance spectra and
nalysis. The pH was measured with a digital hand held pH
eter (Hanna Instruments), which is calibrated with a standard

uffer solution before each measurement.
A home built scanning tunneling microscope (STM) in high-

esolution mode described elsewhere [9] was used to probe
he SWCNT dispersed on a highly oriented pyrolytic graphite
HOPG) surface. The STM images were obtained at room tem-
erature in air and the instrument was operated in constant cur-
ent mode of 1 nA at a sample bias voltage of +100 mV. Higher
esolution images were acquired at constant height mode of oper-
tion. Prior to these experiments, the instrument was calibrated
ith highly oriented pyrolytic graphite (HOPG) (ZYA grade,
dvanced Ceramic). A mechanically cut tungsten tip was used

s the probe. The images shown here were plane corrected and
n some cases Fourier filtered using scanning probe image pro-
essor (SPIP) software (Image Metrology, Denmark). To ensure
hat the images shown were representative of the CNT, multiple
mages were taken at different locations and scan ranges.

The STM studies of both the purified and as-prepared
WCNT samples were carried out. The SWCNT is dispersed

n ethanol at a typical concentration of 0.1 mg/ml and a drop of
he solution is spread on to a freshly cleaved HOPG substrate
nd used as a specimen for imaging.

.3. Procedures

.3.1. Purification
The 200 mg of raw soot of SWCNT was subjected to air oxi-

ation by heating the sample in air at 350◦ C for 4 h to oxidize
he non-tubular forms of the carbon. The SWCNT sample was
hen treated with 6N nitric acid under reflux at 60 ◦C for 30 min
n order to dissolve the metal particles. After cooling, the sample
as filtered using a cellulose nitrate filter paper with 0.2 �m pore

ize by applying vacuum suction. A clear green colored super-
ant acidic solution was collected at the bottom of filtering unit;
uccessive washing with Millipore water removes the substan-
ial amount of trapped acid from the sediment. The SWCNT

ollected in the filter paper was dried in an oven at 50◦ C for
0 min. The filtrate obtained was transferred to a 100 ml stan-
ard flask and made up to the mark using Millipore water and
his solution is used for further spectrophotometric studies.
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Since the analytical application of spectrophotometry rely
on the proportionality between absorbance and concentration, a
calibration curve was constructed with the data obtained from
spectrophotometric measurements. Fig. 2 shows the calibration
S. Mohanapriya, V. Lakshminar

.3.2. Spectrophotometric analysis

.3.2.1. Test for iron. The presence of the iron in the CNT sam-
le is analyzed by transferring 1 ml of test solution to a 25 ml
raduated flask and the pH was adjusted to 3.5 by the addition
f 0.2 M sodium acetate. To reduce the Fe (III) species into Fe
II), 10% aqueous solution of hydroquinone was added followed
y 2 ml of 0.25% of 1,10-phenanthroline. The solution is made
p to the mark and allowed to stand for 1 h in order to complete
he reaction. No color formation is observed in this case. The
bsorbance of the sample was measured by a spectrophotome-
er after running a reagent blank. The absence of characteristic
bsorption peak in the spectra confirms that the carbon nanotube
s free from iron.

.3.2.2. Test for cobalt. A test for cobalt is carried out by the
ddition of dimethylglyoxime reagent under appropriate condi-
ions. There is no formation of brown colored Co–DMG complex
ndicating that cobalt metal is not present in the pristine SWCNT

aterial.

.3.2.3. Procedure for determination of the nickel content. One
illilitre of the test solution was transferred to a 100 ml standard
ask containing water and shaken well so that the concentra-

ion of Ni2+ is uniform. On diluting the solution, the homoge-
ously distributed nickel ions become more readily available for
inding with the ligand. Since the molecular mass of dimethyl-
lyoxime reagent is very high compared to nickel, it reacts
ith nickel in the stiochiometric ratio of 1:2, and therefore a
ery small quantity of nickel could form a voluminous pre-
ipitate. The dilution process also helps in a facile extraction
f the complex. Addition of 5 g of citric acid to avoid the
nterference of any trace iron has brought down the pH of
he solution from 4.5 to 2.1.The optimum pH of 7.5 for com-
lexing nickel with DMG has been adjusted by the addition
f diluted NH3. After cooling, it is transferred to a separatory
unnel fitted with a Teflon stopcock, followed by the addition
f 40 ml DMG solution. After allowing it to stand for 3 min,
ml of chloroform was added and shaken well to dissolve the
i(dmg)2 complex. The phases are allowed to settle out and

he pale yellow colored nickel complex was extracted. Three
ore extracts in 4 ml portions of chloroform were collected

nd all the extractions were combined. Care has been taken
o avoid any viscous film or foam formed between two phases
o get into the extractions. The extract is quantitatively trans-
erred into a 25 ml standard flask made up to the volume by
hloroform. Since we find that the absorbance values increase
lowly with time, each absorbance value had been recorded
fter 10 min of mixing. The absorbance of this yellow col-
red complex was measured in a 1 cm cell at a wavelength of
60 nm exactly after 10 min of mixing, with reference to reagent
lank.

The aforementioned procedure is employed for a series of
tandard nickel solutions of nickel concentration in a range

f 1–20 �g/ml. From the absorbance data recorded by a spec-
rophotometer, a calibration graph of absorbance of the nickel
imethylglyoxime complex against the concentration of nickel
as constructed.
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. Results and discussions

The spectrophotometric procedure developed here is used to
etermine the amount of nickel in inhomogeneous bulk soot
ithout modifying the structure of the nanotubes. The pro-
osed method does not consume any specific quantity of the
ample because it is an integral part of purification steps. This
s due to the fact that the filtrate with metal nitrates obtained
uring the purification process is used for the analysis. The
tability of this test solution, which is used for spectrophoto-
etric analysis, is indicated by its constant pH value (1.41) up

o 100 days. When dimethyl glyoxime is used as a sequestrat-
ng agent, one of the acidic hydrogen in DMG is replaced by
ne equivalent of Ni2+ ion and two molecules of DMG reacts
ith Ni2+ to give red voluminous precipitate. Ammonical cit-

ate medium is employed to prevent the co-precipitation of other
ons, which would generally form their hydroxides. Being a
idenate ligand, DMG forms a strong coordinate covalent bond
hrough oxygen and nitrogen atoms. The color intensity of the
i–DMG complex strongly depends on OH− ion concentration.
he stability of the complex is widely studied in various sol-
ents and optimum pH for chelating is reported to be 7.5. This
ptimum pH is brought about by the addition of diluted NH3
olution. The use of diluted NH3 prevents the formation of crys-
alline Ni(OH)2. Under the experimental conditions employed,
he absorption spectrum of Ni–DMG complex obtained is as
hown in Fig. 1. The absorption maximum at 360 nm character-
zes a typical metal to ligand charge transfer (MLCT) spectra
hich arises from the transition of an electron from one of the
rbital of nickel into a �* orbital of DMG generally represented
s M–L → M+–L−.

.1. Analytical characteristics
ig. 1. The absorption spectra of dimethylglyoxime complex of nickel prepared
rom the filtrate obtained during the purification of SWCNT.
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ig. 2. The calibration graph of concentration of nickel vs. absorbance of nickel
rst stage purification. The dotted lines correspond to the measured nickel conc
otted lines correspond to the measured nickel concentration of 1.5 �g/ml.

raph illustrating the validity of Beer’s law up to a concentration
f 20 �g/ml for Ni–DMG complex at 360 nm.

A linear regression analysis of the data yields a cor-
elation coefficient of 0.999. The obtained apparent molar
bsorbance coefficient was ε= 5.206 × 103 dm3 mol−1 cm−1.

rom the calibration graph the concentration of nickel in the

est solution is found to be 14.1 �g/ml that corresponds to
he nickel content of 17.5% in a given CNT sample. Three
eplicate analysis of the test solution containing the nickel by

c
fi
s
o

ig. 3. Scanning tunneling microscope images of SWCNT on HOPG. (a and b) Con
mages after purification. The scanning parameters are tunneling current, 1 nA and bi
ethylglyoxime complex, illustrating the validity Lambert–Beer’s Law. (a) After
tion of 14.1 �g/ml in the test solution. (b) After second stage purification. The

he aforementioned procedure gave a variation coefficient of
1%.
The above-described procedure was repeated for the second

tage purification of already once purified CNT sample. Due to
he efficiency of our purification process there is in an almost

omplete removal of metallic impurities. This has been con-
rmed by the analysis of the filtrate obtained during the second
tage purification. From the calibration graph of Fig. 2, it can be
bserved that the test solution containing residual nickel shows

stant current mode images before purification. (c and d) Constant height mode
as voltage, +100 mV (substrate positive).
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n absorbance value corresponding to 1.5 �g/ml, which consti-
utes a nickel, content of 0.234% in purified SWCNT sample.

The scanning tunneling microscope images of the SWCNT
n HOPG surface both before and after purification treatment
re shown in Fig. 3. The constant current STM image of the
ample before purification can be seen to contain tight bun-
les of SWCNT where the individual nanotubes could be barely
esolved as shown in Fig. 3(a). It can also be seen from Fig. 3(b),
ome clusters of nanoparticles probably encapsulated with car-
on is imaged at a different location of the unpurified sample.
he sizes of the nanoparticle clusters are about 10–12 nm. Pre-
umably, these clusters contain several individual nanoparticles.
ig. 3(c) and (d) show the STM images of the purified sam-
les at two different scan ranges of (c) 15 nm × 15 nm and
d) 6 nm × 6 nm from which individual CNTs can be clearly
esolved. The scanning was carried out at a tunneling current of
nA and a bias voltage of +100 mV (substrate positive) in the
onstant height mode of imaging. The 15 nm × 15 nm image of
ig. 3(c) shows a bundle of SWCNT in which the individually
esolved nanotubes can be clearly seen. The separation of the
anotubes are effected by the acid treatment which also func-
ionalises the nanotubes with carboxylic groups. The diameter
f the individual CNT is about 1.4 nm as can be seen from higher
esolution image of Fig. 3(d). No Ni nanoparticle could be seen
n different regions of the scanned surface showing the effec-
iveness of purification procedure adopted in this work.

. Conclusions

We have obtained highly pure SWCNT with minimum struc-
ural deformation by following a purification procedure combin-
ng air oxidation at 350◦ C for 4 h as an initial step and nitric acid

efluxing. The optimum conditions to obtain pure and defect-
ree SWCNT involve acid refluxing for 30 min at 60◦ C. This
eproducible procedure also permits the quantitative spectroph-
ometric analysis of nickel content. The procedure followed for

[

[

n / Talanta 71 (2007) 493–497 497

etermining the nickel content in a CNT sample is based on sim-
le spectrophotometry, which involves the sequestration of trace
mount of nickel in ammoniacal citrate medium. The method
mployed here is simple and rapid and does not need sophisti-
ated instrumentation facilities. The amount of nickel measured
s in good agreement with the amount of the catalytic nickel
sed during the synthesis of CNT as reported in the literature.
he second stage purification of SWCNT and the subsequent
etermination of nickel, validate the efficiency of our purifi-
ation procedure, besides optimizing the conditions employed.
uantitative determination of nickel content in SWCNT sam-
le opens a way for the systematic study of nickel-influenced
roperties of SWCNT. We have demonstrated the application
f this method for the determination of nickel content of up to
.24% with good reproducibility. We have also shown clearly
esolved individual carbon nanotubes on the HOPG surface by
he scanning tunneling microscopic studies.
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bstract

Two digestion procedures have been tested on nut samples for application in the determination of essential (Cr, Cu, Fe, Mg, Mn, Zn) and
on-essential (Al, Ba, Cd, Pb) elements by inductively coupled plasma-optical emission spectrometry (ICP-OES). These included wet digestions
ith HNO3/H2SO4 and HNO3/H2SO4/H2O2. The later one is recommended for better analytes recoveries (relative error < 11%). Two calibrations

aqueous standard and standard addition) procedures were studied and proved that standard addition was preferable for all analytes. Experimental
esigns for seven factors (HNO3, H2SO4 and H2O2 volumes, digestion time, pre-digestion time, temperature of the hot plate and sample weight)
ere used for optimization of sample digestion procedures. For this purpose Plackett–Burman fractional factorial design, which involve eight

xperiments was adopted. The factors HNO3 and H2O2 volume, and the digestion time were found to be the most important parameters. The
nstrumental conditions were also optimized (using peanut matrix rather than aqueous standard solutions) considering radio-frequency (rf) incident
ower, nebulizer argon gas flow rate and sample uptake flow rate. The analytical performance, such as limits of detection (LOD < 0.74 �g g−1),

recision of the overall procedures (relative standard deviation between 2.0 and 8.2%) and accuracy (relative errors between 0.4 and 11%) were
ssessed statistically to evaluate the developed analytical procedures. The good agreement between measured and certified values for all analytes
relative error <11%) with respect to IAEA-331 (spinach leaves) and IAEA-359 (cabbage) indicates that the developed analytical method is well
uited for further studies on the fate of major elements in nuts and possibly similar matrices.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The interest in elemental composition of plant materials is
rowing as a result of ongoing developments in agriculture, in
utrition and environmental studies, and in biological survey-
ng and mineral prospecting. All these developments have led to
ncreased demands for analysis of complicated biological matri-
es. Inductively coupled plasma-optical emission spectrometry
ICP-OES) has proved to be convenient technique for this task
1–4] and qualities such as capacity for simultaneous, rapid and

recise determination with wide dynamic range and low limits of
etection allow it to compete successfully with more traditional
echniques like atomic absorption spectrometry, flame atomic

∗ Corresponding author.
E-mail address: zacharia@chem.auth.gr (G.A. Zachariadis).

s
i
f
r
t
H
o
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digestion; ICP-OES

mission spectrometry, instrumental neutron activation analysis
nd X-ray fluorescence.

A wide range of digestion methods for plants have been pub-
ished such as dry ashing, wet ashing with different mixtures
f reagents or conventionally heating procedures, microwave
issolution and acid bomb digestion, etc. [1,2,5,6]. Although
hese methods are generally showed both good accuracy and
recision, some of them are rather time-consuming. Depend-
ng on analysis task, several factors should be considered for
ample digestion. These may include level of contamination,
ample homogeneity, completeness of digestion, reproducibil-
ty, suitability of the analytical technique employed, time needed
or sample preparation, economic aspects including labour and

eagent consumption, equipment cost, etc. [1,2]. Common prac-
ice for digestion of plant matrices is the addition of H2O2 to
NO3. Addition of H2O2 to the digestion mixture increases the
xidation power of HNO3 during digestion and enhances the
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Table 1
Operating conditions and description of ICP-OES instrument

rf Incident powera 1300 W
rf Generator 40 MHz (free running)
Nebulizer argon gas flow ratea 0.8 l min−1

Sample uptake flow ratea 1.0 ml min−1

Argon gas flow rates 0.5 l min−1 (auxiliary); 0.8 l min−1

(plasma)
Signal measurement mode Peak area (three points per peak)
Torch alumina injector, id 2.0 mm
Spray chamber Scott double-pass
Nebulizer type Gem tips cross-flow
Pump Peristaltic, three channel
Polychromator Echelle grating
Resolution 0.006 nm at 200 nm
Detector Segmented-array charge-coupled
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ttack on organic material present in the sample. However, mix-
ures of HNO3/H2O2 alone cannot dissolve all the material that
resent in the sample, thus leading to poor recoveries for many
lements [3]. Correspondingly, the use of oxidizing acids such
s HNO3 and/or H2SO4 is important especially for wet diges-
ion of food samples high in carbohydrates and/or fats, to reduce
arbonization and to ensure completeness of the digestion. Also,
cid mixtures of HNO3/HClO4 or HNO3/HCl or combination
f more than two acids are usually employed in wet digestions,
hile the use of H2O2 may be needed when the sample material

s difficult to decompose [2,7–9].
Nuts are considered to be one of the most economically and

utritionally available food in the world. They contain abundant
mounts of antioxidants, vitamins, mineral silicates, carbohy-
rates and other beneficial nutrients. Also, they are fat, mineral
nd energy-dense (rich) foods; it has been valued for their oils
oil content ranges between 36 and 61%) [6]. The mineral com-
osition of any food item is more or less variable factor and
nfluenced by a number of factors such as, climate, soil char-
cteristics (content of organic matter, pH and clay mineralogy),
ariety, transport, storage, and preparation. These factors vary
rom a region to another and even within the same country [10].

Magnesium, chromium, iron, manganese, cupper and zinc
re essential elements for human health, and they are playing an
mportant role in human metabolism [11]. Environmental pol-
ution is the main cause of heavy metal contamination in the
ood chain, and cadmium and lead are potentially harmful met-
ls that have aroused considerable concern [12,13]. Moreover,
luminum and barium are non-essential elements, with unknown
iological function for living organisms.

The aim of this study was to develop multi-element ICP-
ES analytical method for nut samples after an appropriate wet
igestion procedure using an open vessels technique. Taking
nto the accounts the contamination factors as minimum as pos-
ible. Optimization of the factors affecting the digestion process
adequate volume of acid combination, digestion time, temper-
ture, etc.) using a complete factorial design requires a great
any experiments [14]. The Plackett–Burman fractional fac-

orial design [15] allows the main effects of a greater number
f factors to be known with relatively few experiments with-
ut a substantial loss of information. Moreover, this design is
dequate tool to optimize the variables affecting sample diges-
ions. Also, it can make the analyst’s task easier and quicker
nd provide a more reliable answer to the analytical question
osed especially when a large numbers of variables are needed
o be evaluated. But the main drawback of this design is that it
id not allow the evaluation of interactions between variables.
ue to this fact, in a large scale design the effects of the sig-
ificant variables and their interaction should be re-evaluated,
sing another type of design like a central composite design.
fter preliminary study (carefully investigation and accurately

valuation) using IAEA-331and IAEA-359 certified reference
aterials (CRMs), the most effective procedure was selected
o optimize the ICP-OES parameters. The analytical perfor-
ances of the whole procedure, such as limit of detection,

recision and accuracy were assessed statistically to evaluate
he developed procedure. The elemental contents of various

H
(
e
s

(SCD), 235 sub-arrays

a Optimized value.

ommonly consumed commercial nut samples were also esti-
ated.

. Experimental

.1. Instrumentation and apparatus

A Perkin-Elmer Optima 3100XL axial viewing ICP-optical
mission spectrometer was used throughout. The quantitation
as performed at two different spectral atomic (I) and ionic (II)

ines for each analyte: Al 308.215 I; Al 237.313 I; Ba 233.527
I; Ba 230.424 II; Cd 214.440 II; Cd 226.502 II; Cr 283.563
I; Cr 284.325 II; Cu 324.752 I; Cu 224.700 II; Fe 238.204 II;
e 239.562 II; Mg 279.077 II; Mg 280.271 II; Mn 257.610 II;
n 259.372 II; Pb 220.353 II; Pb 217.000 I; Zn 213.857 I; Zn

02.548 II. The operation conditions employed are described in
able 1.

A peristaltic pump was used to introduce the sample solutions
nto the ICP and to discard the wastes. To avoid contamination
actors as much as possible, all sample preparation apparatus,
lassware, polytetrafluoroethylene (PTFE) digestion vessels and
torage bottles were soaked in freshly prepared 10% (v/v) HNO3
or at least 48 h, and finally washed three times with double de-
onized water (DDW) before use. Crucibles were immersed in
0% (v/v) HCl for about two days, and rinsed with DDW several
imes to be used for the next experiment.

.2. Standard reference materials and reagents

The accuracy of the analytical technique was checked by
nalyzing IAEA-331 (spinach leaves) and IAEA-359 (cab-
age) supplied by IAEA, International Atomic Energy Agency,
onaco.
The following analytical reagents (Merck, Darmstadt, Ger-

any) were used in this study: HNO3 (65%), Pro-analysi,

2SO4 (97%), Pro analysi, HCl (37%), Pro-analysi, H2O2

30%), Pro-analysi. Also, 1000 mg l−1 stock standard multi-
lement solution (Merck, Darmstadt, Germany) was used. All
olutions were prepared with high purity DDW, prepared by suc-
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essfully passing tap water through two ion exchange columns.
lso, DDW has been used for washing and rinsing of all appa-

atus and glassware.

.3. Nut samples

Four nut species were analyzed: peanut, almond, hazelnut,
nd walnut. The edible part was analyzed for essential and non-
ssential elements. Since grinding of samples accelerates the
igestion process, samples were first shelled, when necessary,
rounded in a glass mortar, pestle and sieved into fine powders.
en sub-samples from each type were dried to constant mass,
ooled and weighed as soon as they reached room temperature
or further sample digestion. IAEA-331 and IAEA-359 were
sed as bottled, without further grinding and sieving, but before
igestion, they were dried as recommended by the supplier.

For ICP-OES analyses, all blank solutions, nut samples
nd CRMs were digested with the following composition of
eagents: (1) HNO3/H2SO4 and (2) HNO3/H2O2/H2SO4.

.4. Digestion procedures

After the optimization of the digestion conditions, the
elected factors (the optimum conditions) for each procedure
ere applied to an oven-dried nut samples (50 ◦C, 24 h). About
.5 g of each sample was accurately weighed into dry, clean
TFE digestion vessels. 1 ml of DDW was added first and

hen, the appropriate volume of acid/oxidant combination at the
elected level for each procedure as described in Table 3. When
he initial reaction has subsided, vessels contents were gently

ixed and the mixtures were left for the selected pre-digestion
ime. Then the contents were heated at the selected tempera-
ure until heavy evolution of fumes ceases. The final residues
ere dissolved in 2.5 ml of HCl and diluted to 50 ml with DDW.

oth blanks and CRMs (IAEA-331, IAEA-359) were treated in

he same way. Matrix effect studies were carried out by spiking
ome of the original un-digested samples (accurately weighed
ifferent amounts) with variable amounts of standard solution

3

p

able 2
egression data and ICP limits of detection (calculated as �g l−1 and expressed as
ddition solutions of peanut digested by HNO3/H2SO4/H2O2

lement, wavelength
nm)

Aqueous standards Standard a

b (cps �g−1 l) 95% confidence
interval of b

r b (cps �g−

l I, 237.313 3.41 ±0.61 0.998 2.58
a II, 233.527 20.01 ±1.15 0.999 13.9
d II, 226.502 6.22 ±0.95 0.999 7.0
r II, 284.325 46.5 ±4.8 0.954 45.2
u I, 324.752 148 ±15 0.997 152
e II, 238.204 37.2 ±2.1 0.999 36.2
g II, 279.077 5.33 ±0.75 0.977 5.24
n II, 259.372 128 ±5 0.999 132

b I, 217.000 0.69 ±0.16 0.982 0.41
n I, 213.857 27.6 ±2.0 0.999 23.3

a Positive (+) ratio indicate b of aqueous standards is >b of standard addition techn
b Concentration corresponding to three standard deviations of the signals of the bla
c Concentration corresponding to three standard deviations of the signals of the bla
71 (2007) 443–451 445

f the metals. The spiked samples were then mineralized using
he same digestion procedures as were applied to the non-spiked
amples. All digestions were performed in triplicate.

.5. Experimental design

The Plackett–Burman experimental matrix was used to opti-
ize the working conditions for nut samples digestion. Differ-

nces between mean values were evaluated by Student’s paired
-test because the measured values were distributed normally.
inear regression and correlation analysis were performed for
alculation of slope (b), intercept (a) and correlation coefficient
r) of the regression lines. A sample mass of 0.5 g was used for
ll the experiments.

. Results and discussion

.1. Selection of emission lines

The employed ICP-OES instrument allows different spectral
ines to be selected for analytes quantification. Therefore, all
nalytes were measured in two different emission lines. This
ill help to select wavelengths of no spectral interferences.
he results of regression analysis of aqueous standard and stan-
ard addition solutions for the selected spectral lines (spectral
ines with high sensitivity) are presented in Table 2, including
he slope-values (a measure of sensitivity), the 95% confidence
ntervals of slopes and correlation coefficients (the correlation
etween data). The dynamic range of all analytes is extended
t least up to 1 mg l−1, and is considered as sufficient for the
ccurate quantification of all analytes in various nuts samples,
hich commonly contain lower concentrations of the examined

nalytes.
.2. Optimization of digestion factors

The Plackett–Burman fractional factorial design makes it
ossible to know the influence of up to seven factors (A–G) with

�g g−1), for the selected wavelengths using aqueous standards and standard

ddition solutions b ratioa (%) Limits of detection

1 l) 95% confidence
interval of b

r �g l−1 b �g g−1 c

±0.18 0.999 +24.34 2.0 0.2
±2.6 0.998 +30.53 0.37 0.04
±0.2 0.999 −11.14 1.21 0.12
±1.3 0.999 +2.8 2.0 0.2
±3 0.999 −2.7 0.84 0.08
±3.4 0.998 +2.6 2.50 0.25
±0.12 0.979 +1.68 2.73 0.27
±2 0.999 −3 0.15 0.02
±0.09 0.987 +40.57 7.34 0.73
±0.3 0.999 +15.6 2.80 0.28

iques and vice versa.
nk solutions.
nk related to a sample mass of 0.5 g finally diluted to 50 ml.
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Table 3
Experimental definition for the digestion methods studied

Factors Digestion with HNO3/H2SO4 Digestion with HNO3/H2SO4/H2O2

High level (+) Low level (−) Optimum conditions High level (+) Low level (−) Optimum conditions

(A) Volume of HNO3 (ml) 4 2 4 4 2 4
(B) Digestion time (h) 2 1 2 2 1 2
(C) Temperature (◦C) 120 90 120 120 90 120
(D) Volume of H2SO4 (ml) 2 1 2 2 1 1
(E) Pre-digestion time (min) 60 30 30 60 30 30
(
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F) Volume of H2O2 (ml) 0 0 0
G) Sample weight (g)a 0.5 0.5 0

a Non-optimized factor.

nly eight experiments. The optimized method permits estima-
ion of the main effects of the factors and disregards interactions
etween them. The studied factors as well as the values for each
ne (+ represent the maximum and − represents the minimum)
re shown in Table 3. The eight experiments were summarized
n the matrix (the table of signs) and are listed in Table 4. When
he numbers of factors is less than seven and more than three,
s in this study, the matrix must be restricted to columns cor-
esponding to non-optimized factors (F and G in HNO3/H2SO4
rocedure and G in HNO3/H2SO4/H2O2 procedure).

The influence of each factor was evaluated by comparing
ts effects with twice the overall average standard deviation
2soverall) assimilated to experimental error. The main effect of
factor (e.g., factor A) is calculated as the difference between

he average value of results corresponding to both positive (A+)
nd negative (A−) levels as indicated in the following equation:

ain effect of factor A = A+ − A− = R1 + R2 + R3 + R5

4

− R4 + R6 + R7 + R8

4
.

When the difference between the two averages is larger than
soverall, the factor has a significant effect on the digestion. The
egative level of the factor will be chosen if the result is negative

nd vice versa.

An acid-oxidant HNO3/H2SO4 and HNO3/H2SO4/H2O2
olutions were chosen in order to reach highest recoveries of
lements from nut samples. It is possible that a certain acid

able 4
lackett–Burman experimental matrix (table of signs)

xperiment Factors Result

A B C D E F G

+ + + − + − − R1

+ + − + − − + R2

+ − + − − + + R3

− + − − + + + R4

+ − − + + + − R5

− − + + + − + R6

− + + + − + − R7

− − − − − − − R8

igns represent experimental levels (see Table 3).

3

t
f
S
t
C
t
s
w
t
t
C

a
b

2 1 1
0.5 0.5 0.5

ould digest some constituents in nuts, so a second acid and/or
xidant are needed in order to digest all constituents. The acid-
xidant solution volume can be an important parameter, because
low acid solution volume can be more rapidly saturated by the
etal than a high acid solution volume. A 3–10 ml range was

hosen. The temperature can increase the digestion power of the
cid solution. An elevated temperature can increase the oxida-
ive power of the digestion acid. Two values of a temperature (90
nd 120 ◦C) were studied. Moreover, the standing and the pre-
igestion time is an important factor. The digestion processes
ccurs to a great extent when long pre-digestion times are used.
satisfactory yield can be obtained using a relatively short pre-

igestion time. We selected a 30 and 60 min for our study.
The results in Table 5, indicted that for almost all analytes the

igestion procedures (using the Plackett–Burman design) which
pplied for CRMs are nearly quantitative. High recoveries were
eached in some runs. Also, it is indicted that three of the stud-
ed factors (the volume of HNO3, the volume of H2O2, and the
igestion time), were found to be the most effective parame-
ers when compared to other factors. Therefore, more attentions
ere taken for these three factors during sample preparation

teps to provide a maximum analyte recovery (see Section 3.5).
he optimum values for each factor, obtained as a maximum

esponse (highest analyte recovery), were selected and applied
or the tested digestion procedures (Table 3).

.3. Effect of the factors

The analytical results obtained for CRMs in each of the diges-
ion methods studied are shown in Table 5 and the effects of the
actors, calculated by applying the equation which indicated in
ection 3.2, are shown in Table 6. Digestion with HNO3/H2SO4,

he HNO3 volume shows positive effect on the determination of
u and Zn, while the H2SO4 volume and the digestion time have

he same effects on the determination of Al. The temperature
how negative effect on the determination Cu. In the digestion
ith HNO3/H2SO4/H2O2, the HNO3 volume and the digestion

ime show positive effects on the determination of Zn. However,
he H2O2 volume has negative effect on the determination of

d, Cu and Mn.

Taking the above into account, it may be concluded that Cu
nd Zn are the analytes that requiring more rigorous investigation
efore methods validation and selection of digestion conditions
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Table 5
Analytical results obtained for analytes in IAEA-331 using HNO3/H2SO4 and HNO3/H2SO4/H2O2

Exp. no. Al Ba Cd Cr Cu Fe Mg Mn Pb Zn

Analyte concentrationa (�g g−1) using HNO3/H2SO4

1 299.1 ± 5.2 6.4 ± 0.4 2.0 ± 0.2 2.4 ± 0.1 12.8 ± 0.4 255.7 ± 5.3 8899 ± 188 77.2 ± 1.9 <LODb 75.6 ± 3.0
2 298.5 ± 6.3 5.8 ± 0.5 1.8 ± 0.2 2.3 ± 0.2 13.5 ± 0.5 248.5 ± 6.1 8886 ± 171 75.1 ± 2.3 <LOD 73.2 ± 2.9
3 264.9 ± 5.7 5.5 ± 0.4 1.6 ± 0.1 2.1 ± 0.1 11.3 ± 0.4 235.6 ± 6.2 8890 ± 184 73.8 ± 1.7 <LOD 72.1 ± 3.2
4 271.0 ± 5.8 5.8 ± 0.3 1.7 ± 0.2 2.3 ± 0.1 11.1 ± 0.6 241.0 ± 6.5 8885 ± 154 71.9 ± 2.0 <LOD 68.8 ± 3.3
5 287.6 ± 6.7 5.6 ± 0.3 1.6 ± 0.1 1.9 ± 0.2 12.9 ± 0.5 247.3 ± 5.9 8890 ± 193 73.0 ± 1.8 <LOD 74.5 ± 3.8
6 282.2 ± 7.1 6.0 ± 0.4 1.9 ± 0.1 1.8 ± 0.2 10.5 ± 0.6 239.8 ± 5.6 8911 ± 185 78.4 ± 2.5 <LOD 67.0 ± 4.1
7 297.0 ± 5.2 5.9 ± 0.4 1.8 ± 0.2 2.0 ± 0.2 10.2 ± 0.5 245.7 ± 6.0 8903 ± 168 77.5 ± 2.4 <LOD 66.7 ± 3.5
8 279.8 ± 6.6 5.7 ± 0.3 1.7 ± 0.2 2.1 ± 0.1 12.5 ± 0.7 236.0 ± 5.8 8896 ± 173 73.6 ± 2.1 <LOD 64.3 ± 3.6
soverall 6.0 0.4 0.2 0.2 0.5 5.8 176 2.1 – 3.3

Anaylte concentrationa (�g g−1) using HNO3/H2SO4/H2O2

1 301.1 ± 9.1 6.7 ± 0.6 2.4 ± 0.2 2.6 ± 0.2 12.2 ± 0.5 265.9 ± 7.4 8910 ± 157 79.2 ± 2.3 <LOD 85.4 ± 3.6
2 296.8 ± 10.3 5.9 ± 0.4 2.1 ± 0.2 2.4 ± 0.2 12.7 ± 0.6 250.4 ± 6.9 8906 ± 171 74.4 ± 2.0 <LOD 82.6 ± 2.7
3 284.3 ± 8.1 5.8 ± 0.3 1.7 ± 0.1 2.2 ± 0.1 11.5 ± 0.4 245.6 ± 5.8 8898 ± 182 75.1 ± 1.9 <LOD 79.9 ± 3.4
4 291.6 ± 9.0 6.4 ± 0.4 1.8 ± 0.1 2.0 ± 0.1 11.4 ± 0.7 255.1 ± 6.4 8895 ± 174 73.0 ± 2.1 <LOD 78.2 ± 3.1
5 277.4 ± 6.7 6.2 ± 0.4 1.6 ± 0.1 2.5 ± 0.2 11.3 ± 0.6 247.5 ± 6.2 8890 ± 170 70.5 ± 1.9 <LOD 71.6 ± 2.2
6 280.8 ± 9.3 6.0 ± 0.4 2.3 ± 0.2 2.2 ± 0.1 12.7 ± 0.7 249.3 ± 6.1 8900 ± 175 78.7 ± 2.5 <LOD 70.8 ± 2.3
7 277.0 ± 6.2 5.8 ± 0.5 2.0 ± 0.2 2.3 ± 0.2 10.8 ± 0.5 235.0 ± 4.7 8902 ± 169 72.4 ± 2.3 <LOD 73.1 ± 2.5
8 289.7 ± 7.6 5.9 ± 0.4 2.2 ± 0.2 2.4 ± 0.1 12.4 ± 0.8 251.8 ± 6.6 8897 ± 183 77.9 ± 2.4 <LOD 69.0 ± 2.0
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a x ± s = average of three determination ± standard deviation.
b <LOD show that the results were lower than the limit of detection of ICP-O

i.e., important consideration for the digestion conditions). On
he other hand, Al, Cd and Mn are the analytes that requires
areful control for the digestion conditions. Ba, Cr, Fe and Mg
re the analytes presenting the least difficulty, providing that no
ignificant effects of the factors studied were observed at any
f the selected levels. Finally, the best factors were selected for
ach studied digestion method (Table 3).

.4. Optimization of ICP-OES parameters

Once the digestion conditions are optimized, the next step

as to optimize the instrumental conditions. It is important

o optimize ICP-OES parameters in presence of the sample
atrix because the intensity and shapes of the element signals

re clearly depend on the matrix. In this study, the instru-

t

1
s

able 6
ain effect of the selected factors, calculated according to the equation described in

Al Ba Cd Cr Cu

igestion with HNO3/H2SO4

A 5.0 0.1 −0.1 0.1 1.6a

B 12.8a 0.2 0.1 0.3 0.1
C 1.6 0.2 0.1 −0.1 −1.3a

D 12.6a 0.1 0.1 −0.2 −0.2
E −0.1 0.3 0.1 −0.1 −0.1

igestion with HNO3/H2SO4/H2O2

A 5.2 0.1 −0.1 0.2 0.1
B 8.5 0.2 0.2 0.1 −0.2
C −3.1 −0.1 0.2 0.1 −0.2
D −8.6 −0.2 0.1 0.1 0.1
E 0.8 0.5 0.1 0.1 0.1
F −9.5 −0.1 −0.5a −0.2 −1.3a

a Values higher than the experimental error (i.e., larger than twice the overall avera
b NQ: not quantitated due to <LOD.
6.3 172 2.2 – 2.6

overall = the overall average standard deviation.

ental parameters namely radio-frequency (rf) incident power,
ample uptake flow rate, nebulizer argon gas flow rate, aux-
liary argon gas flow rate and plasma argon gas flow rate
ere optimized using digested peanut matrix rather than aque-
us standard solution. The first three parameters have the
ost significant effect on emission intensities and depending

n the type of emission line, they are subjected to change.
he last two parameters have relatively small effects on sen-
itivity and are usually adjusted to accommodate a partic-
lar sample type, such as organic materials and high dis-
olved solids, rather than to improve the best limits of detec-

ion.

The sample uptake flow rate was investigated at three levels:
.0, 2.0 and 3.0 ml min−1. It was found that the emission inten-
ities for Ba, Mn, Cd, Fe and Pb were higher at 1 ml min−1,

Section 3.2

Fe Mg Mn Pb Zn

6.1 −8.0 −0.8 NQb 7.1a

8.1 −3.5 0.9 NQ 1.6
1.0 12.0 3.1 NQ 0.1
3.3 5.0 2.1 NQ 0.1
4.5 2.5 0.3 NQ 2.4

4.5 2.5 −0.7 NQb 7.1a

3.1 7.0 −0.8 NQ 7.0a

−2.3 6.0 2.3 NQ 2.0
−9.1 −0.5 −2.3 NQ −3.6

8.8 −2.0 0.5 NQ 0.3
−8.5 −7.0 −4.7a NQ −1.3

ge standard deviation, >2soverall).
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Table 7
Percent recoveries of analytes in IAEA-331 and IAEA-359a using two digestion methods

Element HNO3/H2SO4 digestion; recovery (%)b HNO3/H2SO4/H2O2 digestion; recovery (%)b

IAEA-331 IAEA-359 IAEA-331 IAEA-359

Al 86 ± 2 – 89 ± 3 –
Ba – 94 ± 2 – 95 ± 3
Cd 95 ± 5 <LODc 103 ± 5 <LOD
Cr – 100 ± 5 – 104 ± 6
Cu 99 ± 5 99 ± 4 98 ± 5 100 ± 4
Fe – 86 ± 4 – 101 ± 3
Mg 99 ± 3 88 ± 2 103 ± 3 96 ± 3
Mn 101 ± 5 90 ± 5 101 ± 4 98 ± 5
Pb <LOD <LOD <LOD <LOD
Zn 93 ± 5 104 ± 6 95 ± 5 100 ± 5
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IAEA certified values (mean ± standard deviation).
b Mean ± standard deviation (n = 3).
c <LOD show that the results were lower than the limits of detection of ICP-O

hile for Zn, Al, Cu and Mg the flow rates were higher at
ml min−1, and only for Cr the intensity was slightly higher at
ml min−1. Therefore, in the present study, the sample uptake
ow rate of 1 ml min−1 which provide sufficient sensitivity and

ow sample consumptions, was chosen as optimal and applied
or quantification throughout this study. Moreover, the rf inci-
ent power was optimized as it affects seriously the plasma
emperature and improves atom excitation performance. It was
tudied in the range between 1100 and 1500 W. The results indi-
ated that the sensitivity and the linearity are better at 1300 W
or almost all analytes with some exceptional cases, and the
tability of plasma was also improved. The effect of nebulizer
rgon gas flow rate was studied from 0.6 to 1.4 l min−1 appear-
ng a maximum intensity at 0.8 l min−1 for almost all analytes.
hus, a 0.8 l min−1 nebulizer argon gas flow rate was adopted

hroughout this study, which provides high sensitivity and good
recision. The optimum values for instrumental parameters are
hown in Table 1.

.5. Validation and comparison of the digestion methods

To verify the accuracy of the proposed methods, two CRMs
spinach leaves and cabbage) have been digested by the devel-
ped procedures and analyzed by ICP-OES using the operation
onditions and the selected digestion conditions that are listed
n Tables 1 and 3, respectively. These reference materials were
hosen as they were the closest available to resemble the nut
atrices. Also, they are certified for most of the analytes of inter-

st to be determined. The results indicated that there are good
greement between measured and certified values within rela-
ive errors of less than 15% for wet digestion with HNO3/H2SO4
nd <11% for wet digestion with HNO3/H2SO4/H2O2 (Table 7).
oreover, Student’s t-test at 95% confidence level showed that

here were insignificant differences between the means of the
ertified and obtained values for almost all analytes under inves-

igation.

The two digestion methods were found to allow digestion
f similar sample mass at same digestion time. According to
ecovery calculations (the accuracy of the proposed methods)

T
t
b
t

ith respect to CRMs, rather than the effects of digestion fac-
ors, the wet digestion with HNO3/H2SO4/H2O2 gave the best
esults for almost all of analytes (Table 7). The recovery result
f Cr with HNO3/H2SO4 digestion method was better. It is clear
hat the recoveries of Al and Fe obtained from HNO3/H2SO4
igestion method were not so good. For the rest of the ana-
ytes wet digestion with HNO3/H2SO4/H2O2 gave comparable
r better recoveries than with HNO3/H2SO4 digestion method,
.e., the digestion mixture HNO3/H2SO4/H2O2 was capable to
uantitatively extract almost all analytes in the CRMs. This indi-
ates that, the presence of H2O2 is very important for digesting
ood samples high in carbohydrates and/or fats, and was applied
or samples digestion and analytes quantification throughout this
tudy.

.6. Limits of detection and precision

The solution LOD for the ICP-OES procedure were cal-
ulated as the concentration equal to three times the standard
eviation (S.D.) of 10 blank measurements divided by the slope
b) of calibration line of aqueous standard or standard addi-
ion for each analyte (i.e., 3 × S.D./b). For the calculation of
he LOD, ten separate blank solutions, which prepared indepen-
ently, were analyzed. The obtained LOD (Table 2) are generally
roviding sufficient detection capability to determine elements
f nutritional interest easily, at the concentrations present in
uts. Further improvement of LOD values for the solid mate-
ial may be achieved by using larger sample weights and/or
ower final dilutions. On the other hand, for the selected spectral
ines (Table 2) for almost all analytes the b-values (slopes) that
btained for aqueous solutions were 2–16% higher than those
btained for standard addition solutions, with some exceptional
ases for Al, Ba, Cd, Cu, Mn and Pb. These differences obvi-
usly result from chemical and/or matrix interferences (i.e., the
hemicals, the analytes and as well as the sample matrices).

his primary observation indicates that the sensitivities of the

wo techniques were quite different. Thus, aqueous standard can
e used for Cd, Cr, Cu, Fe, Mg and Mn, while, standard addition
echnique was important for Al, Ba, Pb and Zn in order to elim-
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Table 8
Method comparison test (using a linear regression line) for comparison of b and r of the regression lines for nut samples

Element Peanut Almond Walnut Hazelnut

r b (cps �g−1 l)a Resultb r b (cps �g−1 l) Result r b (cps �g−1 l) Result r b (cps �g−1 l) Result

Al 0.997 0.82 ± 0.15 S 0.999 0.81 ± 0.04 S 0.993 0.83 ± 0.23 NS 0.999 0.82 ± 0.08 S
Ba 0.999 0.91 ± 0.28 NS 0.999 1.02 ± 0.29 NS 0.991 1.10 ± 0.30 NS 0.993 1.34 ± 0.45 NS
Cd 0.999 0.39 ± 0.04 S 0.999 0.39 ± 0.02 S 0.999 0.44 ± 0.10 S 0.995 0.43 ± 0.30 S
Cr 0.995 1.03 ± 0.24 NS 0.998 0.94 ± 0.12 NS 0.992 0.95 ± 0.27 NS 0.999 0.93 ± 0.09 NS
Cu 0.997 0.79 ± 0.14 S 0.999 0.77 ± 0.08 S 0.985 0.76 ± 0.32 NS 0.997 0.78 ± 0.14 S
Fe 0.995 0.86 ± 0.20 NS 0.973 1.13 ± 0.62 NS 0.954 1.32 ± 0.95 NS 0.841 1.14 ± 0.21 NS
Mg 0.994 0.04 ± 0.03 S 0.994 1.16 ± 0.33 NS 0.999 0.06 ± 0.07 S 0.830 0.57 ± 0.26 S
Mn 0.995 0.87 ± 0.21 NS 0.999 0.81 ± 0.04 S 0.980 0.73 ± 0.34 NS 0.998 0.78 ± 0.12 S
Pb 0.990 1.30 ± 0.42 NS 0.985 1.16 ± 0.46 NS 0.987 1.50 ± 0.57 NS 0.988 1.39 ± 0.50 NS
Zn 0.997 0.55 ± 0.10 S 0.999 0.52 ± 0.05 S 0.977 0.49 ± 0.25 S 0.997 0.54 ± 0.10 S

lity le
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a Mean ± standard deviation (n = 3).
b Significant difference (S) or non significant difference (NS) at 99% probabi

nate the interferences. Therefore, standard addition technique

as used (to all analytes) for the rest of the study.
The precision of the method was determined by repli-

ate determination of aqueous standard solution containing

2
l
i
a

able 9
l, Ba, Cd, Cr, Cu, Fe, Mg, Mn, Pb and Zn levels (�g g−1) reported in the literature

ample Al Ba Cd Cr Cu Fe

lmond
Spain 8.3 – 0.008 0.4 11.1 45
Spain – – – – 11.1 44
Italy – – – – 20 ± 0 140
UK – – – – 3.7 11
USA – – – – 11.1 43
Chile – – – – 10.4 ± 2.8 20
Greece 9.6 ± 1.0 0.11 ± 0.02 <LODa 0.81 ± 0.06 9.9 ± 0.8 39

azelnut
Spain 9.4 – 0.006 0.37 16.6 17
Spain – – – – 15.3 17
Italy – – – – 20 ± 0 80
UK – – – – 12.3 32
Greece 5.7 ± 0.8 0.07 ± 0.01 <LOD 0.68 ± 0.05 19.2 ± 2.3 76

eanut
Spain 1.9 – 0.009 0.38 6.9 22
Spain – – – – 0.1–10.5 6
Italy – – – – 10 ± 1 60
Bulgaria – – 0.45–1.04 – – –
USA – – – – 11.44 45
Chile – – – – 8.5 ± 1.8 12
China – – 0.36–0.55 – 12.7–19.8 –
Greece 3.4 ± 0.7 0.06 ± 0.01 <LOD 0.40 ± 0.04 18.8 ± 1.7 69

alnut
Spain 4.7 – 0.006 0.35 22.0 22
Italy – – – – 20 ± 2 70
UK – – – – 14.6 29
USA – – – – 15.9 29
Chile – – – – 17.7 ± 5.8 26
France – – – – 12–15 18
California – – – – 13.0 24
Greece 2.9 ± 0.5 <LOD <LOD 0.53 ± 0.03 17.0 ± 1.2 45

a <LOD show that the results were lower than the limits of detection of ICP-OES.
vel.

−1
50 �g l of each analyte. The calculated R.S.D. for all ana-
ytes was found in the range between 2.0 and 8.2%. The results
ndicate that the developed procedure offers good precision for
ll analytes.

for nuts

Mg Mn Pb Zn Reference

.0 – – 0.3 38.8 [17]

.0 – – – 15.0 [20]
± 10 2400 ± 40 – – 60 ± 3 [6]
.0 – – – 12.0 [18]
.0 – – – 33.6 [19]
.2 ± 8.0 – – – 24.4 ± 4.7 [24]
.5 ± 2.3 1789 ± 52 11.6 ± 0.9 <LOD 33.9 ± 3.4 Present study

.3 – – 0.31 42.5 [17]
– – – 20 [20]

± 20 1700 ± 2 – – 30 ± 10 [6]
.0 – – – 21 [18]
.0 ± 4.9 1273 ± 34 16.3 ± 1.7 <LOD 41.1 ± 4.0 Present study

.8 – – 0.29 31.9 [17]

.6–39.4 – – – – [21]
± 1 1600 ± 500 – – 40 ± 2 [6]

– – 5.2–9.7 47–80 [23]
.8 – – – 32.7 [19]
.4 ± 1.4 – – – 28.9 ± 3.2 [24]

– – 0.13–0.78 57.9–65.3 [22]
.9 ± 4.1 966 ± 27 17.8 ± 1.7 <LOD 26.5 ± 2.7 Present study

.5 – – 0.24 28.50 [17]
± 3 1600 ± 300 – – 40 ± 2 [6]
.0 – – – 27.0 [18]
.1 – – – 30.9 [19]
.1 ± 4.3 – – – 29.8 ± 7.9 [24]
–24 1290–1910 24–43 – 18–19 [25]
.0 1130 21.0 – 29.0 [26]
.0 ± 3.1 1330 ± 41 26.5 ± 2.3 <LOD 22.6 ± 3.0 Present study
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.7. Matrix effect and calibration techniques

In this study aqueous standards and standard addition
olutions which prepared for the investigated samples using
NO3/H2SO4/H2O2 were utilized to select the calibration tech-
ique. To determine if the sample matrix could interfere with
he analytes, linear regression statistical test at 99% probabil-
ty level was applied. Slope (b) and intercept (a) are calcu-
ated by plotting the emission intensities of aqueous standards
ersus the emission intensities of standard addition solutions
hat prepared for nut samples. The calculated b-values were
n the range of 0.8–1.2 cps �g−1 l (counts per second �g−1 l)
Table 8) for almost all analytes with some exceptional cases.
he theoretical model assumes that, the value of b is equal

o unity (absence of systematic errors) [16]. Practically, if the
bserved b-value did not differ significantly from unity then
he sensitivities between the two techniques were similar, oth-
rwise the two techniques were significantly different. It was
ound that the analytes were shown significant (S) or non-
ignificant (NS) differences (at 99% probability level) depend-
ng on type of sample matrix. These differences obviously
ttribute to both the digestion mixture and sample matrices,
hich causes chemical interferences. Moreover, the theoretical
odel assumes that, the value of r is equal to unity (max-

mum accordance) [16]. It was found that the calculated r-
alues varied in the range of 0.850 and 0.999 (Table 8) for
ll analytes and r-values greater than 0.800 were assumed to
e acceptable lower limit (i.e., the correlations were statis-
ically NS at 99% probability level). The minor differences
bviously attribute to the same reasons that are mentioned
bove. Consequently, calibrations using the standard addition
echnique are recommended for determination of these ele-

ents in nut samples, to overcome or to eliminate most of
he errors due to non-linearity and/or matrix interferences that
auses low sensitivity. On the overall, the results proved that,
he developed procedures are in good accordance for ana-
yzing nut samples for the selected analytes with acceptable
ccuracy.

.8. Applications in mineral analysis of common nuts

The developed analytical method using HNO3/H2SO4/H2O2
s digestion mixture was applied for the determination of
l, Ba, Cd, Cr, Cu, Fe, Mg, Mn, Pb and Zn in four

ypes of the most commonly consumed commercial nut sam-
les (Table 9). In the whole, mineral composition of the
nalyzed samples showed high levels of Fe and Mg, and
t the opposite very low level of Ba. Cd and Pb lev-
ls in all nut samples were lower than the LOD of ICP-
ES.
Our data are in agreement with those of earlier reports shown

n Table 9 except for Cd and Pb (i.e., Cd and Pb are <LOD
f ICP-OES) [6,17–26]. With regard to minerals, the nutri-

ional interest of nuts is mainly due to trace elements and Mg
ontent. For that reason the higher content of Mg in almond
s of particular interest as is the higher level of Zn in hazel-
ut.
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[
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. Conclusions

The analytical ICP-OES technique which has been devel-
ped and validated for nut samples proved to be simple (0.5 g
ample + HNO3/H2SO4 or HNO3/H2SO4/H2O2), rapid (<1 h),
ccurate (e < 11%) and precise (R.S.D. < 9%) for simultaneous
etermination of essential and non-essential elements (at least
ine elements) in nut samples. Also, it can be considered as use-
ul technique for routine analysis of trace elements in foods and
ossibly similar matrices and in quality control. The use of an
xperimental design may contribute to a good relation of cost
nd benefit and also permit the analyst to estimate the optimal
onditions to guarantee quality assurance, including precision
nd accuracy. The Plackett–Burman design was proved to be a
owerful tool to optimize the variables affecting samples diges-
ion. Also, this design can make the analyst’s task quicker (offers
ptimization of all variables with a minimum number of experi-
ents) and provides more reliable answer to the question posed.
or almost all analytes, calibration after standard addition was
referable to that, using aqueous standards. In some exceptional
ases like Cd, Cu and Mn, for which the slopes of standard
ddition were 2–12% higher than those obtained for aqueous
tandards, the later can also, be used. The dynamic range of the
ethod covers the range of the concentrations usually found in

ut samples. The multi-element analysis capability provided by
CP-OES combined with its wide dynamic range will, however,
ake it a likely choice for any large-scale food composition

tudies.
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bstract

A new thermometric sensor, which is a transistor (OC71), has been introduced to follow thermometric titrations successfully to clear end points.
he sensor was suitable in both normal and differential modes of titration. It is possible to titrate down to 1.32 �mol of HCl and 26.4 �mol of
BO in a final 20 ml solution with accuracy and precision of 1%, 2.2% and 1.4%, 2.2%, respectively. The sensor, in association with a pH glass
3 3

lectrode, was used for the determination of pK values of some well established weak acids such as, acetic acid (4.77), phosphoric acid (pK1 = 2.18,
K2 = 7.20 and pK3 = 12.32) as well as for a very weak acid of uncertain pK values H3BO3 (pK1 = 9.20, pK2 = 12.7 and pK3 = 13.80). The sensor
as also examined for kinetic catalytic determination of iron(III) in water, milk and pharmaceuticals.
2006 Elsevier B.V. All rights reserved.
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. Introduction

The first thermometric titration reported was that of citric acid
gainst aqueous ammonia using Beckmann thermometer [1] fol-
owed by more applications [2–9]. In 1941, Muller [10] replaced
eckmann thermometer with a multi junction thermopile, using
differential thermometric method.

The major breakthrough in the technique was that reported by
inde et al. [11] in 1953 using thermistors which were devices
onstructed from sintered metallic oxides of iron, copper, man-
anese, nickel . . ., etc. In contrast to the metals used in making
hermocouples, which have positive temperature coefficient, for
hermistors this coefficient is negative. Good reviews on the sub-
ect appeared in the literature [12,13]. Even recent workers have
sed a thermistor as a thermometric sensor [14–17], although
ecently diodes have been used as thermometers [18,19]. To
est of our knowledge, no thermometric sensor, other than those
entioned above, has been found in the literature particularly
ransistors and diodes. The present work reports, for the first
ime, the use of a transistor type OC71 as a new sensor for ther-

ometric titrations in analytical chemistry. The success of this

∗ Corresponding author.
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ew sensor in thermometric titrations was tested by its appli-
ation to locate the end points clearly in order to enable the
etermination of pKa values of very weak acids such as H3BO3.
he sensor was also applied for the determination of iron(III) at
anogram level in samples of water, milk and pharmaceuticals.

. Experimental

.1. Chemicals and reagents

All chemicals were of A.R grade. Borax, phosphoric acid,
0% (w/v) ferric chloride solution, sodium periodate, 1,10-
henanthroline and KNO3 from (BDH), acetic acid (Tetenal
hotowerk&Co.), boric acid (Lubico-Belgium), NaOH and 37%
uming HCl (Fluka).

Different concentrations of the acids and bases were pre-
ared in the usual way. A standard stock solution of iron(III)
1000 ppm.) was prepared from the ferric chloride solution.
cetate buffer (pH 4.75) was prepared from crystalline sodium

cetate (from Sheminab), and concentrated acetic acid. Standard
ulphanilic acid solutions of different concentrations were pre-
ared from solid substance (Merck) in acetate buffer (pH 4.75).

his was done by dissolving the weighed quantities of 20.51 g
rystalline sodium acetate and 0.9525 g of solid sulphanilic acid
n a sufficient amount of 1 M acetic acid solution. The pH of
his solution was then adjusted to 4.75 by slow addition of 1 M
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cetic acid and controlling by a pH meter. Finally, the volume
as completed to 250 ml in a volumetric flask. The concentra-

ion of sulphanilic acid in the final solution was 2.2 × 10−2 M
nd 1 M for each of acetate buffer components (sodium acetate
nd acetic acid).

. Apparatus

A new thermometric sensor OC71(Ge-P, pnp germanium type
F-V/Tr, 32 V, 10 mA, 0.125 W, B > 20). An electronic circuit,
hich was a two stage differential amplifier, connected with

he sensor, (details of construction can be obtained from one of
he authors Mr. Zewar, an ISA member No. 20209146, who is
he designer), a vertical stirrer, a pump (type: original-perfusor,
pritze, 50 ml B. Braun) used for delivering the titrant through
large syringe of 60 ml capacity, a chart recorder, Universal

olarograph (type OH-105 from Radelkis Budapest), a digi-
al avometer (perron MT 4063) used for the calibration of the
ecorder and watching its output, a digital thermometer, (testo
05-T2-Germany), a voltage stabilizer (stavol Matsunaga man-
facturing Ltd. Japan), a 12 V storage battery used as a DC
ource, a digital pH meter (Orion701) equipped with a combined
H glass electrode (Orion Combined pH 910600), a verneir for
easuring the distances on the enthalpograms.

. Construction of the sensors

Two new sensors were tested, namely: a transistor type OC71
nd a silicon diode (IN4148, SI.DI, 100 V, 0.2 A, 4 ns). The tran-
istor sensor was fixed to one end of a glass tube (6 mm φ and
00 mm long) by an adhesive glue (ATLAS a two components
ype from Tehran NOUH Co. Ltd) as shown in (Fig. 1(a)). The
wo wire leads of the sensor were shielded with aluminum foil,
he other end of the tube was sealed with PVC tape.

The diode was fixed with the adhesive material to two thin
lass tubes (3 mm diameter and 100 mm long) as shown in
Fig. 1(b)). The two wire leads were connected to the electronic
ircuit.

The above two sensors were arranged in the cell in such a
ay that, they can directly sense any change in heat inside the

olution titrated.
A calibration resistance of 1000 k�was connected, fixed and

he sensor together in their proper positions in the circuit. The

osition of the calibration resistance was replaced by another
ensor identical to the first one, when differential thermometric
itration procedure was applied. The circuit was fixed properly
n an aluminum box (9 cm × 15 cm × 17.5 cm) having three dial

6

w

Fig. 1. Construction of the thermometric
ig. 2. Insulation of the thermometric titration vessels (a) external styrofoam
lock (large). (b) Dewar flask. (c) Internal styrofoam block (small). (d) Ther-
ometric cells (sample and blank).

nobs outside, for initial adjustments. These adjustments were
ecessary as part of a successful measurement and they were:

1) Equilibrium adjustment of the two stages in the circuit. This
was necessary when the calibration resistance or a new sen-
sor was connected in addition to the periodic testing of the
performance of the system or before the execution of a series
of titrations or injections.

2) Zero adjustment.

. The titration cell assembly

The titration cell was a polyethylene tube of 25 ml capacity for
ormal titration or two identical tubes in the differential mode.
hey were well isolated by fixing them in a thick block of styro-

oam situated in a Dewar flask (of 1 l capacity) which itself was
lready insulated in a 6 cm wall thickness styrofoam as shown
n Fig. 2. The whole cell was covered with the same thickness
f styrofoam with small holes for fixing the sensor, passing the
ertical stirrer and the titrant delivery tube. A sufficient length
f this tube (50 cm long) was coiled inside, so that the titrant can
aintain the same temperature for several titrations and finally

erforming the experiment in a constant-temperature room or
constant-temperature air box. All these insulations were per-

ormed after extensive tests of the whole system to minimize
uctuations due to temperature of the environment. Even stir-
ing was studied and found effective in stabilizing the system.
he titrant was delivered via this tube by a large syringe (60 ml
apacity) fixed on a peristaltic pump.

. The procedures
.1. Determination of the ionization constants

A portion of 20 ml sample (adjusted to 0.5 M ionic strength
ith solid KNO3) was placed in the cell, for differential mode

sensors. (a) Transistor; (b) silicone.
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different mechanisms of response (Table 1).

The table shows clearly that even at highest value of the diode
slope which is in region (I), it is about 6-folds of lower sensitivity
than the minimum value of the transistor slope at region (III). In
F.M. Najib et al. / Ta

0 ml blank was also placed in the second cell. The lid, which
as carrying the sensors, the delivery tube and a hole for a
ertical stirrer, was pressed gently on the mouth of the Dewar
ask and covering the whole block of titration. The titration was
tarted by switching on both the pump and the chart recorder, at
he same time. The complete enthalpogram was obtained from
he chart recorder, in addition to exact value of�mV read from
digital avometer. The titration was stopped when the last break
f the end point was observed. Both the pump and the recorder’s
hart speeds were carefully optimized and manipulated in such
way to read the volume of the titrant directly from the chart

aper with reasonable accuracy and precision.
Because of the small size of the cell in this work, the experi-

ent was performed in two steps:

. The differential thermometric titration of 0.01 M or higher
concentration of the weak acid with 1.022 M NaOH solution
was performed as described above.

. The same titration above was repeated exactly in the same
manner but a combined pH glass electrode was placed in the
cell instead of the thermometric sensor. The pH was recorded
manually during the course of titration each (5 s) for the same
period of time used before. The pH scale was superimposed
on the time scale of the enthalpogram. The final result was a
thermogram with distinct breaks of the end points, in addi-
tion to pH values at any point required. This modification
was needed to calculate the pK values of the weak acids.
For this purpose also, the pH-glass electrode was calibrated
using three standard buffers (pH 4.01, 7.04 and 10.12). In
addition to that and at pH values higher than 10, the pH of
the test solution was compared to the calculated pH of a
standard NaOH solution having exactly the same pH value.
This step was performed to account for the alkaline error
of pH-glass electrode usually occur at such high pH val-
ues, but less effective at low temperature [20] as is in our
case.

.2. Determination of Iron(III)

A 5 ml portion of a mixture of sulphanilic acid (2.2 ×
0−2 M), 1,10-phenanthroline (7.5 × 10−4 M) in the acetate
uffer solution (pH 4.75), was placed in the thermometric cell,
nd the desired volume of standard FeIII or sample solution was
dded and diluted to 19.5 ml. The cell was placed in its position
nd covered by the press-on lid. The solution was stirred while
aiting for 2–3 min to attain thermal equilibrium. The output

ignals of both stages of the electronic circuit, were adjusted
o zero until a smooth base line was obtained. Then a 0.5 ml
ortion of 7.5 × 10−3 M sodium periodate solution was injected
apidly, and the titration curve was recorded automatically on a
trip chart recorder.

. Results and discussion
It was not the authors’ intention to discuss the theory of p-
semi conductors, which has been extensively studied in the

iterature [19] but rather have discovered their important capa-
F
t
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ilities as sensors in different types of thermometric titrations in
nalytical chemistry.

. Examination of the sensors

.1. Selecting the sensor

In a rough titration of 0.01 M HCl with 1 M standard NaOH,
ne transistor of OC71 type and a silicon diode among sev-
ral transistors and diodes were chosen for further investigations
ecause they gave highest signals.

.2. Resistance temperature behavior

The sensor was placed in a digital water bath and the changes
n resistance were measured by a digital avometer and recorded

anually for each 0.1 ◦C or more starting from 0 ◦C to 40 ◦C and
he results are shown in Fig. 3(a and b). In spite of nonlinearity
bserved in these plots, which is quite usual with semiconductors
18,19], the figures show the existence of three linear regions of
ig. 3. (a) Resistance–temperature curve for transistor sensor. (b) Resistance–
emperature curve for silicone diode.
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Table 1
A comparison between the behavior of the transistor and the silicon diode, in
the three linear regions shown in Fig. 3(a and b)

Region Sensors type Temperature-range
degree (◦C)

Slope (�R/�T) K�/◦C
sensitivity

I Transistor 0–2 −1000
Diode 0–12.3 −25.06

II Transistor 2–8.3 −477
Diode 12.3–25.9 −12.49

III Transistor 8–14 −157
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environmental temperature will be eliminated or minimized, by
Diode 25.5–35 −5.5

nother comparison between these two sensors and thermistors
sed in the literature, it was found that the transistor gave a max-
mum sensitivity of 200 mV/◦C compared with 12.3 mV/◦C and
7 mV/◦C for both silicon diode and thermistors, respectively.
herefore, it was decided to complete the rest of the work with

he transistor OC71.
Region III, which was chosen in the present work, was the

east sensitive compared to regions (I and II), but it was most
onvenient for performing the experiments in the constant-
emperature room used here. Furthermore, this region gave a
ood linearity between 8 ◦C and 14 ◦C as shown in Fig. 4.
he other two regions could be used for higher sensitivities if
roper conditions could be set carefully. If it is desired to work
t the normal room temperature, the authors believe that this
ould be possible if a temperature-controlled air-bath, very well
nsulated, is used instead of working in a constant-temperature
oom.

ig. 4. Resistance–temperature curve for the transistor OC71 in the range
–14 ◦C.
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. Testing the electronic circuit and the calibration
esistance

In order to balance and calibrate the sensor before starting
ny experiment a reference resistance was needed in the cir-
uit. The selection of this calibration resistance was found to
epend on the sensor type used, as well as the working tem-
erature. Although many resistances ranging between 800 k�
nd 1000 k� could satisfy balancing the sensor, but not all of
hese were suitable. The high sensitivity of the sensor to the
emperature changes was causing the unbalancing of the system
t some ranges of heat. At the working temperature of around
–14 ◦C, the resistance value of 1000 k�was found satisfactory.
n additional home-made electronic filter was also included into

he circuit to smooth the outputs thermograms.
After these arrangements, the home-made electronic circuit

as tested and compared with the usual Wheatstone bridge,
ommonly applied in thermometric titrations, and the results
f the two outputs are shown in Fig. 5. A sensitivity of about
-folds higher was obtained when the home-made electronic
ircuit was used (Fig. 5(a)).

The previous optimizations were performed on usual and dif-
erential titrations. In the differential mode, two identical sensors
ere used in two identical cells side by side in the same envi-

onment, one for the sample and the other for the reference.
he second transistor was placed in the proper position instead
f the calibration resistance. In this manner it was thought that
ost of the factors causing errors, especially variation in the
ifference. To evaluate all these primary tests, a series of simple
itrations of standard HCl with 1.044 M NaOH, were performed.

ig. 5. Comparison between the output of (a) the home-made electronic circuit
nd (b) Wheatstone bridge in connection with the transistor sensor.
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Table 2
Thermometric titrations of different concentrations of (20 ml) HCl or H3BO3in the cell with 1.044 M and 0.01455 M NaOH, as a titrant, respectively

Node Acid type Conc. (M) �moles present Recovery R% Error E% R.S.D.%

Usual HCl

2.5 × 10−2 500 101.80 +1.8 0.54
1.2 × 10−2 240 104.73 +4.7 1.0
2.5 × 10−3 50 121.94 +21.9 7.7
1.2 × 10−3 24 126.53 +26.5 5.3
5.16 × 10−4 10.32 131.77 +31.8 9.8

Differential
HCl

1.2 × 10−2 240 100.4 +0.4 1.2
1.6 × 10−5 1.32 101.03 +1.03 2.2
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H3BO3 1.32 × 10 26.4

ome of these titrations were repeated with HCl and also with
3BO3 using the differential mode (Table 2).
The table shows that usual titration is only suitable at high

oncentration, not less than 240 �mol of HCl. On the other hand,
he differential mode seems to have minimized the systematic
rror existed due to the environmental temperature variations.
n this way, even a concentration down to 1.33 �mol of HCl and
very weak acid such as boric acid (Ka = 5.8 × 10−10) down to

26.4 �mol) could be determined successfully with reasonable
ccuracy and precision, as shown in the table.

Furthermore, t-test was applied for the results of the dif-
erential mode and was found that there is no significant
ifference between X̄ and μ since ((X̄− μ) < t.s./

√
n) at

5% C.L (DOF = 9). This has emphasized that no systematic
rror was detected and the error present might just be a ran-
om error. It is important to point out that even visual titra-
ion with this acid was not successful unless some additives,
uch as mannitol or glucose, were added to enhance the acid
roperty [21].

0. Determination of ionization constants of weak acids

Literature showed that the thermometric titration has not
et been used for the determination of ionization constants of
eak acids and bases. The present method was applied to assist
otentiometric titrations of very weak acids, or bases, to exactly
ocate the end points, followed, then, by the calculation of pK
alues in the usual way. In this sense, it will be extremely use-
ul since a potentiometric titration of such systems is neither
ble to give sharp breaks at the end points, nor it can distin-
uish between the end points of a multibasic acids especially
hen they are too close to each other. In the latter case, such

s H3BO3, which was examined in the present work, poten-
iometric titration was not successful because of unfavorable

G. But, similar concentrations of this acid and the strong acid
Cl, when titrated with NaOH gave almost identical end point

harpness, since both give close values of heat of neutralization
0.2 kcal/mol and 13.5 kcal/mol, respectively[12,22]. It is well
nown that in the titration of H3BO3 with NaOH using ther-

istor as a sensor, although a sharp end point was obtained,

he acid behaved as a monobasic acid [12]. As a matter of fact
he reason was not due to the behavior of the acid but rather
ecause the thermistor sensor was not sensitive enough to give

w

t
e

101.43 +1.43 2.2

he three end point breaks, as it will be shown in the present
ork. But first to achieve reliability, the method was used for

hose acids having well established pKa values, such as the
onobasic acetic and tribasic phosphoric acids. The procedure
as then applied for the determination of the three (pKa) values
f boric acid. Fig. 6(a and b) show the thermometric titrations
f both H3PO4 (Fig. 6(a)) and H3BO3 (Fig. 6(b)) with standard
aOH solution. It can be seen that the present method is present-

ng sharp end points to the potentiometric method to complete
he procedure. This was performed here by taking advantage
f easy combination between the clear end points obtained by
he present method and the possibility of quick change over of
he thermometric sensor to a combined pH glass electrode for
H measurements of the same system by repeating the entire
itration procedure followed by the location of the pKa posi-
ions.

Some handbooks and textbooks have given three pKa values
or H3BO3 [26,27] but they have neither given a reference nor
id they give a procedure how these values were found.

To calculate pKa, the pH values were determined accurately
t the half ways from the end points, where pKa = pH and the
esults are shown in Table 3. Apart from the results given in
he present work, none of the methods listed in Table 3 has
nvolved in thermometric titrations for the determination of pKa
alues.

A quick examination of the data obtained from the literature
or both acetic and phosphoric acids, reveal that the results of
he present work can be placed between, or very close to them.
he literature values of pKa of acetic acid, for instance, ranged
etween 4.73 and 4.76 compared to 4.77 in the present work,
hich is only 0.4% higher.
If the values found in the literature were regarded as true

alues (μ), t-test has showed no significant difference between
hese results and those obtained in the present work at 95%
.L (DOF = 5). All these confirm the reliability of the values

n the present work, especially when such clear breaks are seen
ven at the third end point of H3PO4 (Fig. 6(a)) which was not
asily observed in potentiometric titrations, particularly in case
f H3BO3. Thus, the values obtained in case of H3BO3 were as

ell reliable.
Tyrrell [28] found, that sharp end points in thermometric

itrations can be obtained when KCA > 103, where K is the
quilibrium constant of the reaction in which the total molar
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Fig. 6. Thermometric titration of 0.01 M of (a) H3PO4 and (b) H

oncentration of the titrand is CA providing that large enough
eat of reaction is produced. He gave H3BO3 as an example
ithout referring to the neutralization steps. According to this

heoretical finding, even the third end point in the titration
etween 0.01 M H3PO4 and 1 M. NaOH cannot give a sharp
nd point since KCA = 0.5.

In case of H3BO3, again according to Tyrrell the situation
ust even be worse, since none of the three end points can satisfy

his theory. The results of the present work in Fig. 6(a and b)
how reasonable, good and sharp end points for both H3PO4
nd H3BO3, this would suggest that more factors are missing
nd Tyrrell’s theory has to be reconsidered. It is obvious that
ne of these factors must be the type of the sensor while the
econd may be the system of signal generation.
In the present work, these two factors which are the transistor
ensor instead of thermistor, as shown before, and the home-
ade electronic circuit instead of Wheatstone bridge, as shown

n Fig. 5, gave together more than 20-folds higher sensitivity than

d
c
c
n

able 3
Comparison between the (pKa) values of acids obtained by the present method wit

cid The present method Ref. [21] Ref. [23]

cetic acid
(pKa) 4.77 4.73 4.76

hosphoric acid
(pKa1) 2.18 2.12 2.23
(pKa2) 7.20 7.21 7.21
(pKa3) 12.32 12.67 12.32

oric acid
(pKa1) 9.20 9.24 9.24
(pKa2) 12.70 – –
(pKa3) 13.80 – –
with 1.022 M NaOH and the determination of their pKa values.

thermistor. Moreover, the heat of the reaction of the individual
teps, which were not available to the authors, could also be
ther favourable factors.

1. Determination of iron(III)

Few FeIII-catalysed reactions have been reported [29–31] by
hermometric techniques, although they have advantages over
pectrophotometry for colored and turbid samples. The cat-
lytic function of iron(III) on the oxidation of sulphanilic acid
y potassium periodate has been applied successfully for the
etermination of iron(III) in tap water using the catalytic thermo-
etric titration method (CTT) [29]. This method was exploited

o examine the new sensor discovered in the present work for the

etermination of iron(III) in tap water, milk and some pharma-
eutical drugs. Experiments were performed for optimization of
onditions, including interferent studies, for iron(III) determi-
ation and the final results are presented in Table 4. The table

h the values given in the literature

Ref. [24] Ref. [25] Ref. [26] Ref. [27]

4.76 4.76 4.75 4.757

2.12 2.00 2.12 2.148
7.21 7.20 7.21 7.199

12.30 12.37 12.67 12.15

9.24 9.23 9.14 9.236
– – 12.74 12.74
– – 13.80 13.80
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Table 4
The optimum analytical conditions for the determination of iron(III) between
(40 and 450) ppb, including interferences

Reagent Concentration

pH 4.75 adjusted with acetate buffer
Sulphanilic acid 2.2 × 10−2 M
Sodium periodate 7.5 × 10−3 M
1,10-Phenanthroline 7.5 × 10−4 M

Interfering ions Tolerance, limiting ratio [Ion]/[FeIII]
folds giving no more than 5% error

Ce(IV), Mn(II) <1
Co(II) 10
Ag(I) 20
Ni(II), Hg(II) 50
Cd(II), Cu(II), Pb(II), Ba(II) 100
Ca(II), Mg(II), Cr(III), Cr(VI), Zn(II) 250*

CO3
2−, Cl−, NO3

−, SO4
2− 1000*

i
f

1

Fig. 7. Temperature–time plot in the presence of various concentrations of iron.

(

T
C

N

* Maximum amount tested.

ndicated sufficient selectivity in such a way that removing inter-
erences was not required.

2. Preparation of the calibration curve

The calibration curve was obtained by two steps:

(a) Slope measurement:
From the (temperature–time) curve obtained for each

individual injection, a tangent was drawn for the initial
part of the curve. The slope was measured as (mV s−1) or
(◦C s−1) by calibrating the Y-axis both in (mV) and (◦C), as
follows:
(1) The calibration with (mV) was achieved using a digi-

tal avometer connected parallel with the recorder. The
millivolts were converted to temperature readings (◦C)
according to the sensitivity of the transistor sensor,
which was given before, in Table 1.

(2) Time readings on (X-axis), were obtained from the chart

speed of the recorder (cm/min), which was also exam-
ined periodically, without observation of any significant
changes. The slope of the tangent was, then, calculated
in the usual way after measuring the vertical and the i

able 5
omparison between the results of iron(III) determination in different samples, by kin

o. Samples Iron(III) content Present thermometric

Mean X̄ E

1 Guigoze(I) 60 �g/ga 62.13 �g/g
2 Guigoze(I) 83 �g/ga 86.25 �g/g
3 Ferrosam tabletsb 325 mg/ga 315.3 mg/g
4 Lentil – 185.06 �g/g −
5 Tap water I – 210.98 ng/g −
6 Tap water II – 231.74 ng/g −

a These values were obtained from the factory certificates.
b The solution was diluted (1000 times) before the measurement.
c If the results of A.A. were taken as nearest to the true values.
Fig. 8. Calibration curve between slope (◦C s−1) with (ppb) FeIII.

horizontal distances with a veriner, the final results are
shown in Fig. 7.

b) Final calibration:
The calibration curve was obtained by plotting the slopes

obtained in step (a) as a function of standard iron(III) con-
centrations in (ppb), as shown in Fig. 8. The equation of
the plot was (dT/dt = 0.0344 [Fe] − 0.69) with the value of
(R2 = 0.9996).
Iron(III) in the solid samples was determined after dry ash-
ng and its amount in each sample was measured from the

etic-thermometric titration of the present work and atomic absorption methods

method Atomic absorption method

% R.S.D.% Mean X̄ E% R.S.D.%

3.55 5.56 62.90 �g/g 4.83 2.64
3.91 4.15 86.50 �g/g 4.21 1.53
2.98 4.35 317.1 mg/g 2.43 1.47
3.2c 4.65 191.20 �g/g – 0.49
3.6 3.66 203.60 ng/g – 2.20
3.8 4.06 223.30 ng/g – 2.62
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alue of the slope (◦C s−1), which was obtained from the
emperature–time curve. The results were compared with those
btained by flame atomic absorption (Table 5).

The comparison has been evaluated statistically using the
aired comparison t-test. The results indicated that the difference
etween the two methods was not significant at 95% confidence
imit (DOF = 5), and the present method was at least as good as
he A.A. method. In some cases it was superior, for instance,
urbid samples are preferably not analyzed by A.A., but made
o problem in the present method.

Further statistical evaluations of the results shown in Table 5
ere undertaken to examine the existence of a systematic

rror. The difference between the true value (μ) and the
ean (X̄) was compared by using (t-test). For samples (1–3)

he true values were obtained from the factories certificates,
hile the results of A.A. were given this credit for samples
–6.

Statistical evaluation indicated no significant difference
xisted between the means and the true value at (95%)
onfidence limit (DOF = 5), thus no systematic errors were
etected. The accuracy (2.98–3.91%) and precision (4.15–5.56)
ere acceptable for such low levels (ppb) of determina-

ions.

3. Conclusions

In the present work, the transistor type OC71 was discovered
o be a suitable sensor for use instead of thermistors in ther-

ometric methods of analysis. The resistance–temp response
howed three linear regions between (0–2) ◦C, (2–8) ◦C and
8–14) ◦C. The sensitivity was about 200 mV/◦C in the region of
8–14 ◦C) compared to 66.6 mV/◦C and 12.25 mV/◦C in case of
hermistors (100 k�) and silicon diode, respectively. This region
as of lowest sensitivity but was most convenient to perform the

xperiments in a constant-temperature room. If conditions could
e arranged, even higher sensitivity would be obtained using the
ther two regions. The sensor was tested and exploited in dif-
erential thermometric titrations for the determination of pKa
alues of very weak acids, such as boric acid, which are usually
ifficult by other techniques. The method was also applied for

he kinetic determination of iron (III) at nanogram level in water,

ilk and pharmaceuticals with reasonable accuracy and preci-
ion. This was based on its catalytic oxidation of sulphanilic
cid by periodate ion in the presence of 1,10-phenanthroline

[
[

[
[

71 (2007) 141–148

s an activator. Further applications are underway in future
orks.
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bstract

A new method is proposed for the chemiluminescent determination of the pesticide 3-indolyl acetic acid by means of an flow injection analysis
ystem. The chemiluminescence emission is obtained by oxidation of the analyte with Ce (IV) in nitric acid and presence of �-cyclodextrine.
The continuous-flow method allows the determination of 159 samples h−1 of 3-indolyl acetic acid in an interval of concentrations over the range
.5–15.0 mg l−1. The limit of detection was 0.1 �g l−1 and the R.S.D. (n, 17) at 2.0 mg l−1 of the pesticide level was 2.7%. The method was applied
o water samples.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The massive use of pesticides, the persistence on the environ-
ent and the strong toxicity on animals and humans, imposes

asy, quick and automated analytical methods for the control
nalysis of samples of environmental interest; samples like soil,
ater or parts of plants. Legal rules (more strict every day) in
ost of the countries also impose this search of quick and effec-

ive analytical procedures for the control analysis.
Analytical literature depicts a relatively small variety of ana-

ytical procedures for the determination of low amounts of
esticides or its residues on food or environmental samples:
amely, HPLC, GC, immunoassays and by using few analytical
etectors, mainly UV–vis absorption and fluorimetry or some
lectroanalytical.

The number of published procedures in the analytical lit-
rature which are dealing on F.I. and chemiluminescence for
he determination of pesticides is relatively low. One of them

nd as a way of example [1] is based on the oxidation of
is(2,4,6-trichloro-phenyl) oxalate by hydrogen peroxide and
he excited energy is transferred to a sensitizer. The system

∗ Corresponding author at: University of Valencia, Department of Analytical
hemistry, Moliner 50, 46 100 Burjassot (Valencia), Spain.
el.: +34 96 354 40 62; fax: +34 96 354 40 62.

E-mail address: jose.martinez@uv.es (J.M. Calatayud).
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as used for the determination of several organotin–quinoline
omplexes like dibutyldichlorostannane (II), dichlorodiphenyl-
tannane (III), tributylchlorostannane (IV) and chlorotriphenyl-
tannane (V). The procedure was based on the sample injection
nto a carrier solution containing the quinoline and then this
tream merged with a buffered solution containing a mixture of
ydrogen peroxide and (2,4,6-trichlorophenyl) oxalate. A pro-
edure devoted to determination of paraoxon and aldicarb [2] is
ased on the inhibitory effect on acetyl cholinesterase; the gen-
rated choline enzyme was oxidized by the liberated hydrogen
eroxide which diminution in turn is determined by the decreas-
ng chemiluminescence of luminol. A F.I.-chemiluminescence
rocedure with the aid of an on-line photo-reactor was
pplied to the determination of carbofuran and promecarb
3]. The UV-irradiation as a preliminary treatment has been
lso used with the aid of the multicommutation continuous-
ow methodology [4] for the chemiluminometric determination
f the pesticides chlorsulfuron [5], aldicarb [6] and asulam
7].

The 3-indolyl acetic acid (IAA) also known as 3-indoleacetic
cid according to IUPAC presents a molecular formulae
10H9NO2; a molecular weight 175.2 and a molecular struc-
ure as illustrated in Fig. 1. It melts over the range 166–168 ◦C
nd it is commercially available as a white powder. It is soluble
n water (1500 mg l−1) at room temperature; this solubility and
he stability of the aqueous solutions (neutral or alkaline media)
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Fig. 1. Molecular structure of the 3-indolyl acetic acid.

ake this pesticide a dangerous pollutant element to water envi-
onmental samples [8]. It is also soluble in some organic solvents
s ethanol, acetone, diethyl ether and chloroform. It is a member
f the auxin family, a group of hormones acting as promoters
f the plant growth. About its toxic effects on humans, it affects
he skin, eyes and internal skin of the respiratory system.

The analytical literature dealing with the determination
f 3-indolyl acetic acid is mostly based on chromatographic
eparations. With HPLC and spectrophotometric detection
xtracts from plants have been analyzed [9,10] or animals
11]; and biological fluids by means of fluorimetry [12,13]
nd an electrochemical detector [14]. Other detectors have
een connected to the chromatographic equipment and pro-
osed for the determination of 3-indolyl acetic acid, like
ass spectrometry-HPLC for biological fluids [15]; mass

pectrometry-gas chromatography for bactericidal material [16];
or plant extracts have been proposed gas chromatography
ith the electron capture detector [17] and the amperomet-

ic detection in a liquid chromatograph [18]. There are pub-
ished some determination methods by capillary electrophore-
is on vegetal samples with spectrophotometric detection [19]
nd amperometric detector on plant extracts [20]; the couple
mperometry–immunoassay has been proposed on crop samples
21]. Enzymatic immunoassays [22,23]; and voltamperometry
eterminations have also been proposed on plant extracts [24].
s far as authors know there are no published results dealing
n the chemiluminescent behaviour of 3-indlolyl acetic acid
either on the determination by means of a continuous-flow
rocedure.

This paper is a part of our research work on control analy-
is for pesticides in environmental samples in which we try to
ropose methods as simple, quick and cost-effective as possible.
his objective is performed on different continuous-flow meth-
ds to be applied as a complete method or as a way to enhance
he sensitivity of a separation procedure (like a post-column
rocess). To reach this objective required a large screening
n fluorescent and chemiluminescent properties of pesticides
25,26].

. Experimental

.1. Reagents and apparatus
All reagents used were analytically pure unless stated oth-
rwise and prepared in purified water; reverse osmosis and
eionized (18 M� cm) with a Sybron/Barnstead Nanopure II
ater purification system provided with a fibber filter of 0.2 �m
ore-size.

B
f
s

-indolyl acetic acid. B, peristaltic pump; (flow-rate 700 a.u.); V, injection valve;
, sample loop (57 cm); D, detector; 1, sample channel; 2, carrier channel; 3,
xidative system channel.

.1.1. Analyte solutions and stability
The 3-indolyl acetic acid was from Dr. Ehrenstorfer GmbH

99.0%, Germany) and the stability of the aqueous stock solu-
ions of the pesticide was tested by preparing a solution con-
aining 20 mg l−1 of 3-indolyl acetic acid which was kept into a
lastic bottle, protected from room light and into a refrigerator
t 4 ◦C. The absorption spectrum was recorded everyday, up to
3 days. No changes were observed in these spectra.

Other used reagents were mineral acids, alkalis and salts,
MnO4, H2O2, formic acid, acetonitrile, 2-propanol (all

rom Panreac, Spain), Fe (NO3)3·7H2O, Ce (NH4)2 (NO3)6
Probus, Spain), sodium dodecyl sulphate, hexadecyl pyridinium
hloride, �-cyclodextrine (Fluka, Switzerland), benzalkonium
hloride (Guinama, Valencia, Spain), N-cetyl-N,N,N-trimethyl
mmonium bromide (Merck, Darmstadt, Germany), quinine sul-
hate (Sigma–Aldrich Quı́mica S.A, Spain), Triton-X 100, N,N-
imethylformamide (Scharlau, Spain), ethanol (Prolabo, Spain).

.1.2. Flow assembly
The flow injection assembly is depicted in Fig. 2 and it con-

isted of a PTFE coil of 0.8 mm id; a Gilson (Worthington, OH,
SA) Minipuls 2 peristaltic pump provided with pump tubing

rom Elkay Elreann (Galway, CO, USA); and the sample solu-
ion was inserted through a six port injection valve Rheodyne
ype 5041. The photo-reactor used for preliminary studies, con-
isted of PTFE tubing helically coiled around a low-pressure
ercury lamp Zalux. The flow cell was a flat-spiral quartz tube

f 1 mm id and 3 cm total diameter backed by a Al-foil mirror
or maximum light collection. The photo detector package was
P30CWAD5F-29 Type 9125 photomultiplier tube (PMT) sup-
lied by Electron Tubes operating at 1280 V; it was located in a
aboratory-made light-tight box. The output was fed to a com-
uter equipped with a counter-timer, also supplied by Electron
ubes.

. Results and discussion

.1. Preliminary tests
Preliminary assays were performed on Brompyrazon,
uminafos, Metobromuron and 3-indolyl acetic acid (auxin

amily) to check the photo-induced chemiluminescence emis-
ion; UV-irradiation was performed in different media and the
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0.3000 mol l−1 of HNO3. The studied temperatures ranged from
room temperature to 80 ◦C. The results demonstrated a contin-
uous decreasing of the analytical signal at higher temperatures;
the decrease was specially relevant up to 60◦.
20 A.I.P. Neves et al. / T

urther oxidation with several oxidative systems. The photore-
ctor was provided with a low-pressure Hg lamp and each test
as performed lamp ON and OFF.
The 3-indolyl acetic acid presented native chemilumines-

ent emission; which resulted in higher outputs with lamp OFF
han ON. Then, the direct oxidation of the analyte (no photo-
egradation) was selected for further work.

.2. Selection of the oxidative system

The analyte solution contained 20 mg l−1 and was inserted
nto a pure water carrier stream (channel 2) which merged
ith the mixture oxidant and medium solutions. Tested oxida-

ive systems were: 10−3 mol l−1 KMnO4 in 0.5 mol l−1 H2SO4;
0−3 mol l−1 Ce (IV) in 0.5 mol l−1 HClO4; 10−3 mol l−1 Fe
CN)6

3− in 0.5 mol l−1 NaOH; 10−3 mol l−1 H2O2 in H2O; and,
0−3 mol l−1 Cr2O7

2− in 0.5 mol l−1 HCl. Outputs were com-
ared with the corresponding blank experiment. No emission
as observed with oxidants like hydrogen peroxide or dichro-
ate; and, low outputs were presented by the oxidation with

exacyanoferrate (III). High emission was observed with Ce (IV)
nd potassium permanganate; with important differences among
hem; 54282.6 (in arbitrary units, a.u.) versus 2870.3.(a.u.) for
e (IV) and MnO4

−, respectively.
In order to confirm the oxidant providing the best analytical

ignal, new tests were performed to check the influence of dif-
erent concentrations of oxidant on several concentrations of the
nalyte (pre-calibration graph assays); permanganate concentra-
ions were assayed from 10−3 to 10−5 mol l−1 in 0.5 mol l−1 sul-
huric medium; and, the oxidation with Ce(IV) was tested over
he concentrations range 10–3–10–5 mol l−1, all in 0.5 mol l−1

ClO4. The prepared pesticide concentrations were 5, 10, 15
nd 20 mg l−1. Highest emission outputs were observed with
0-3 mol l−1 Ce (IV) in 0.5 mol l−1 HClO4 which was finally
elected for further work.

Next step was to study the influence of the oxidation acidic
edium (0.5 mol l−1 H2SO4, HClO4, HCl and HNO3) on the

mission intensity with 10 mg l−1 pesticide and 10−3 mol l−1

e(IV). The carrier stream was pure water. Emission outputs
ere higher for HClO4 and HNO3; however, as both acids

esulted in similar outputs a new series of experiments was per-
ormed by varying the acid concentration from 0.1 to 1.0 mol l−1;
ach acid concentration was assayed with different concentra-
ions of the herbicide, from 2.0 to 15.0 mg l−1. Best results for
ach tested acid were observed with acid concentrations close
o 1.0 mol l−1. A new test was performed with the acid con-
entration range from 0.7 to 1.2 mol l−1 (analyte from 0.5 to
0.0 mg l−1) two facts were observed, the nitric acid presented
igher outputs; and, the increase in the acid concentration also
esulted in higher linear slope. Nitric acid was selected for fur-
her work.

The next empirical step was to check the influence of the nitric
cid concentration on the chemiluminescent output; tested range

as from 0.5 to 1.5 mol l−1 with solutions containing 2.0 mg l−1

f pesticide and 1.0 × 10−3 mol l−1 Ce (IV); the acidic medium
as tested simultaneously on the sample, oxidant and carrier

olutions. This first step revealed best outputs as minor was
Fig. 3. Influence of the concentration of the nitric acid.

he acid concentration; a new series from 0.010; 0.050; 0.100;
.300; 0.500 and 0.800 mol l−1, resulted in higher outputs about
.300 mol l−1, as depicted in Fig. 3.

The influence of the concentration of the oxidant was per-
ormed with solutions containing 2.0 mg l−1 of pesticide and
.300 mol l−1 of acid and the Ce (IV) concentration was varied
rom 0.0001 to 0.1000 mg l−1. Depicted results in Fig. 4 shown
he 0.005 mol l−1 as the suitable concentration to be selected for
urther work.

Temperature has a relatively complex effect on chemilu-
inescent systems [4,5]; redox reactions can be affected by

emperature in both thermodynamic and kinetic terms. If the
emperature increase affects the reaction kinetics—by acceler-
ting the chemiluminescent process—, then, the optimum flow
ate will also be affected by the temperature change. However, a
emperature rise can decrease the emission intensity through an
ncreased probability of deactivation via external conversions.

The influence of the temperature was tested by immersing
hree flasks into a water bath. (TECTRON 200 from J. P. Selecta);
he immersed solutions were the carrier, the sample containing
.0 mol l−1 of the pesticide; and, the oxidative system which was
ormed by a mixture containing 0.0050 mol l−1 of Ce (IV) and
Fig. 4. Influence of the concentration of the oxidant Ce (IV).
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.3. Influence of organized media and sensitizers

The influence of organized media and/or sensitizers, can
ffect strongly to the chemiluminescence behaviour. The follow-
ng substances were separately assayed by merging with the sam-
le solution at the indicated concentration; between branches the
hemiluminescent output minus blank (solution containing no
esticide). As reference was used the output 7560.6 (arbitrary
nits) from the solution containing 2 mg l−1 of 3-indolyl acetic
cid). Observed outputs were: �-cyclodextrine 1.2% (14819.4);
enzalkonium chloride 0.6% (1443.8); N-cethyl-NNN-trimethyl
mmonium bromide 0.2% (4662.3); hexadecylpiridinium chlo-
ide 0.2% (3075.7); sodium dodecylsulphate 1.2% (1801.8);
riton X-100 0.06%, (1460.7). See Fig. 5a). The depicted
esults revealed the �-cyclodextrine as the most favourable;
hen was tested the influence of its concentration by testing
.10; 0.25; 0.50; 0.75; 1.00; 1.20 and 1.50%.; the concen-
ration 1.20% was selected as presenting the best result, see

ig. 5b).

The procedure to test the influence of sensitizers was the same
s described for organized media. Studied substances and con-

1
a

ig. 5. Influence of organized media and sensitizers. (a) influence of organized media. (
71 (2007) 318–323 321

entrations were: dimethylformamide, 5.0%; ethanol, 20.0%;
-propanol 20.0%; acetonitrile, 20.0%; quinine, 10−4 M; and,
ormic acid, 0.5%. Higher outputs were observed (see Fig. 5c)
ith 5% dimethylformamide and 20% acetonitrile; with vari-

tions versus reference of 56% and 35%, respectively. The
epeatability of both signals was (as % R.S.D., 15 replicates)
.2% and 4.7%.

Then the combined influence of �-cyclodextrine and
imethylformamide was tested with two different carrier
treams. Three different solutions in 0.30 mol l−1 of nitric
cid were tested: (a) blank containing 1.2% b-cyclodextrine
nd 5.0% dimethylformamide; (b) reference solution contain-
ng 2.0 mg l−1 of pesticide; and (c) test solution contain-
ng 1.2% of �-cyclodextrine, 5.0% N, N-dimethylformamide
nd 2.0 mg l−1 of pesticide. The oxidant was 0.0050 ml l−1

e(IV) in 0.30 mol l−1 nitric acid. Chemiluminescent outputs
ere obtained by using two different carriers, pure water and
.30 mol l−1 of nitric acid.
Obtained results, variation versus reference, were 39% and
19% with water or nitric acid (as carrier), respectively. Nitric
cid was selected as carrier for next experiments.

b) Influence of the concentration of �-cyclodextrine. (c) influence of sensitizers.
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Table 1
Analysis of water samples

Type of water sample Collected in Recovery (in %; n 3)

Magro river (San Juan Valencia, Spain) 1◦10′12.686′′W, 39◦31′27.99′′N 92.6 ± 2.3
R ◦ ′ .057′′W ◦ ′ ′′
U 3′′W,
M Bejis
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esidual water (Chirivella, Valencia, Spain) 0 26 19
nderground water (San Antonio, Valencia, Spain) 1◦9′9.99
ineral bottled water (Bejı́s, Castellón, Spain) Agua de

.4. Optimization of hydrodynamic parameters and
e-optimization (robustness of the method) of chemical
arameters

The multiparametric strategy known as the modified simplex
ethod (MSM) [27–29] was selected for the optimization of

he hydrodynamic parameters insertion sample volume and the
ow-rate of carrier and oxidant. Three series of experiments
ere consecutively performed to re-optimize former results; the

ast of them consisted in selecting the best vertices and to obtain
he best compromise peak height (sensitivity of the measure-

ent) – reproducibility (R.S.D) – sample throughput (wide of
he base-peak). Best results were obtained by using 379 �l of
ample and flow-rate (in ml min−1) of 0.87 and 3.67 for carrier
nd oxidant solution, respectively.

With the selected flow conditions, each chemical parame-
er was confirmed (univariant method) by testing other values
round the previously selected as optimum. This is also known
s the robustness of the method. Tested parameters were the con-
entration of oxidant, nitric acid and �-cyclodextrine; flow-rates
f carrier and oxidant and sample volume. The tested varia-
ions for each parameter were ±2, ±5, ±6 and ±10% around
he formerly figure selected as optimum. Obtained results were
ompared with the obtained with the optimized conditions. Dif-
erences of concentration of the organized media resulted in
elevant differences in outputs (even over 50%). However, the
mallest observed variations were with the sample volume and
he oxidant concentration.

. Analytical figures of merit

With the optimized manifold, the calibration graph was stud-
ed up to 30.0 mg l−1; the parabolic profile fitted the equa-
ion I = 191.99 x2 + 13000 x −5860, the correlation coefficient
as 0.9991 and presented a linear dynamic range comprised
etween 0.5 and 15.0 mg l−1. This linear range fitted the equa-
ion I = 10131 x + 401 with a correlation coefficient of 0.9989
n 5). x means in both equations the analyte concentration in
g l−1.
The inter-day reproducibility was checked by perform-

ng five different calibrations into the linear dynamic range
0.1 and 1 mg l−1) in five consecutive days with freshly pre-
ared solutions; the calculated R.S.D. of the linear slope was
.9%.
The limit of detection (0.1 �g l−1) was experimentally con-
rmed as the concentration yielding a signal higher than the
orresponding to the blank plus three times the standard devia-
ion of the blank (n 30).

d
i
m

, 39 27 10.642 N 93.7 ± 4.9
39◦31′22.096′′N 96.6 ± 2.7
(trade mark, commercially available) 98.0 ± 0.9

The repetitive insertion of 17 samples containing 2.0 mg l−1

f pesticide resulted in a repeatability of RSD 1.8%; similar
xperiment dealing with 0.1 mg l−1 resulted in an RSD 2.7%.
he average insertion rate was calculated from the average of

he base-width (22.59 s) and was 159 h−1.
Interferences were sought among some of the usual inorganic

ons in water samples, namely: Ca2+, Fe3+, Fe2+, Mg2+,Cu2+,
g2+, Mn2+, Cd2+, Ni2+, Co2+ NH4

+, Na+, K+, SO4
2−, HPO4

2−,
O3

−, NO2
−,CH3COO−, ClO4

− and Cl−, Prepared solutions
ontained 0.1 mg l−1 of the pesticide and different concen-
rations of the tested potential interferent (maximum assayed
oncentration 500 and minimum 0.1 mg l−1). Results were com-
ared with the solution containing only the pesticide; and,
he chemical was considered as interferent when the differ-
nce versus reference was over ±5%, Most of the tested ions
esulted in high interference. Next step was to study the sep-
ration of interferents from the analyte by two different pro-
edures: (a) elimination of interferences with sample passage
hrough a mini-column containing strong ionic exchange resins
o retain interferents; and (b) a column filled with adsorbents
o retain the analyte and then eluting it. UV–vis spectra were
ecorded before and after sample passage through the column.
on-exchange resins do not result in removing interferences
ompletely; however, good results were obtained with the use
f cartridges C18 (Bond Elut C18, Varian), the analyte was
ompletely retained and then, it was eluted with the aid of
,N-dimethylformamide. The experiments were performed with

olutions containing 0.1 mg l−1 of the pesticide and 200 mg l−1

f all the proposed interferents; eluting solution was prepared
ith 1.33 ml of 5% N,N-dimethylformamide levelled to 25 ml
ith 1.2% of �-cyclodextrine solvent in 0.3 mol l−1 nitric acid.
esults were −0.7% (relative error) compared with the refer-
nce solution containing only pesticide and no interferents. The
ini-columns can be integrated easily in a flow assembly.
Several water samples were collected from different places

nd types (see Table 1) and were spiked with a known
mount of the pesticide (0.1 mg l−1). As above reported, the
esulting pesticide solutions were forced through the C18
artridge and then elution was performed with the mixture
, N-dimethylformamide and �-cyclodextrine in HNO3
edium. Recoveries are depicted in the Table 1.

. Conclusions
A new F.I.-chemiluminometric procedure is presented for the
etermination of the herbicide 3-indolyl acetic acid. The method
s based on the direct chemiluminescence of the pesticide by

eans of the oxidation with Ce (IV) in acid nitric solution. The
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nalytical outputs were clearly increased with the presence of
-cyclodextrine and dimethylformamide 5.0%.

The procedure is performed by a simple F.I. assembly and
t room temperature in which the aliquot of the sample solu-
ion was inserted into a nitric solution as carrier. It presents a
ompetitive sample throughput (159 h−1) and a detection limit
f 0.1 �g ml−1. The selectivity in the determination of the her-
icide in water samples was implemented by using (it can be
dded easily to the flow-manifold) a C18 solid-phase extraction
artridge.

eferences

[1] T. Fujimaki, T. Tani, S. Watanabe, Anal. Chim. Acta 282 (1993) 175.
[2] A. Roda, P. Rauch, E. Ferri, S.A. Girotti, S. Ghini, O. Carrea, R. Bovara,

Anal. Chim. Acta 294 (1994) 35.
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bstract

A flow injection (FI) method with flame atomic absorption spectrometry (FAAS) detection was developed for the determination and speciation
f nitrite and nitrate in foodstuffs and wastewaters. The method is based on the oxidation of nitrite to nitrate using a manganese(IV) dioxide
xidant microcolumn where the flow of the sample through the microcolumn reduces the MnO2 solid phase reagent to Mn(II), which is measured
y FAAS. The absorbance of Mn(II) are proportional to the concentration of nitrite in the samples. The injected sample volume was 400 �L with
sampling rate of analyses was 90 h−1 with a relative standard deviation better than 1.0% in a repeatability study. Nitrate is reduced to nitrite in

−1
roposed FI–FAAS system using a copperized cadmium microcolumn and analyzed as nitrite. The calibration curves were linear up to 20 mg L
nd 30 mg L−1 with a detection limit of 0.07 mg L−1 and 0.14 mg L−1 for nitrite and nitrate, respectively. The results exhibit no interference from the
resence of large amounts of ions. The method was successfully applied to the speciation of nitrite and nitrate in spiked natural water, wastewater
nd foodstuff samples. The precision and accuracy of the proposed method were comparable to those of the reference spectrophotometric method.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Nitrite and nitrate ions take part in several important environ-
ental transformations involving nitrogen. Nitrate is sources

f nitrogen for the synthesis of proteins by microorganisms.
owever, large amounts of this species may be toxic and cause

utrophication [1,2]. Nitrite ions are toxic even in low concentra-
ions and may cause death by asphyxia [1]. The toxicity of nitrite
s primarily due to the fact that it can react with secondary or ter-
iary amines present in human body to form nitrosamines, which
re known to be carcinogens, teratogenic and mutagenic [3–7].
ecent evidence suggests that plasma nitrite anion represents a
atent substance that can be reacts with iron(III) of haemoglobin,
orming methemoglobin which has no oxygen carrying ability
nd this disease is called methemoglobinemia [8–10]. There-

∗ Corresponding author. Tel.: +98 541 244 6565; fax: +98 541 244 6888.
E-mail address: mnoroozifar@chem.usb.ac.ir (M. Noroozifar).
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tomic absorption spectrometry; Mini-column

ore, the determinations of nitrite and nitrate in foodstuffs and
astewaters have attracted much attention and a simple, sensi-

ive and specific determination of nitrite is highly desirable.
Several methods have been reported for the quantitative

etermination of nitrate and nitrite, including kinetic methods
11,12], chromatography [13,14], potentiometry [15,16], amper-
metry [17], polarography [18], capillary electrophoresis [19],
pectrophotometry [20,21] and flow injection analysis (FIA)
ystems [22–25]. However, these methods have the disadvan-
age of the employment of large volumes of toxic reagents,
ow sample frequency, application of complicated flow injection
ystems, poor reproducibility, expensive and time-consuming
rocedures.

Solid-phase reagents (SPR) have been used for determina-
ion of inorganic and organic compounds in our laboratory,

reviously [26–30]. Today, it is know that the use of solid-
hase reactors incorporated into FIA manifolds may offer cer-
ain advantages over homogeneous systems such as decreasing
f reagent consumption, utility for the in situ preparation of
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Fig. 1. Schematic representation of the FIA manifold employed for the deter-
mination and speciation of nitrite and nitrate. C, Carrier stream; P, Pump; Inj,
Injector valve; L, Loop; T & T , Three way valve; R , Copperized cadmium
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nstable reagents and simplification of the system with fewer
unctions for mixing of reagents, sample and carrier streams.
o, it is important to find these kinds of reagents for application

n every laboratory.
The presents study reports a new approach for specia-

ion of inorganic nitrogen in which an on-line heterogeneous
hemical/FIA–FAAS system were employed. Our basic study
as been shown that in an acidic media, nitrite solutions read-
ly dissolve MnO2, and the manganese released as Mn2+ is
etermined by FAAS. Nitrate is reduced to nitrite in proposed
I–FAAS system using a copperized cadmium microcolumn and
etermined as nitrite.

. Experimental

.1. Reagents and solutions

All reagents were prepared from analytical reagent grade
hemicals unless specified otherwise. All aqueous solutions
ere prepared with re-distilled water. Nitrite stock solution
00 mg L−1 was prepared freshly before each measurement by
issolving 0.1500 g sodium nitrite (Merck) in 1000 ml water. A
00 mg L−1 standard solution of nitrate was prepared by dis-
olving 0.1371 g of sodium nitrate (Merck) in 1000 ml water.
orking standard solutions of nitrite were prepared daily by

ilution of the standard stock solutions. The solution for the
arrier stream was prepared by dilution of H2SO4 (Merck) with
e-distilled water to a final concentration of 0.1 M. The silica gel
eads (mesh 230–400, 0.04–0.063 mm; Merck) were treated for
hree hours at 950 ◦C for irreversible dehydration [31] before

ixing with manganese(IV) dioxide (Merck). Our standard
pectrophotometric method for nitrite has been reported pre-
iously by Rincón and Martı́nez [32]. Reagents were prepared
s follow: 0.5 g sulphanilamide (NH2C6H4SO2NH2) dissolved
n 30 ml glacial acetic acid and added 120 ml of warm water,
nd filtered. Coupling reagent solution: 0.25 g N-(1-naphthyl)-
thylene diamine dihydrochloride (C12H16Cl2N) dissolved in
ater. Diluted to 250 ml with water. Stored in a well-stoppered
rown bottle and kept in a refrigerator. Nitrate is reduced to
itrite using a copperized cadmium column and analyzed as
itrite [33].

.2. Instrumentation

A schematic diagram of the single-line flow injection
ystem is given in Fig. 1. A variable flow-rate peristaltic
ump, (IKA.Schlauchpumpe, Janke & Kunkel GMBH, IKA.
abortechnik, PA.B1) was used to pump carrier-streams and

he sample through the manifold at a flow rate of 3.5 ml min−1.
anifold lines consisted of 0.8 mm i.d. polyethylene tubing.

he six-way injection valve (Rheodyne, Model 7125) allowed
he sample to be directly loaded into a 400 �L loop, and subse-
uently injected into the carrier stream. The injection valve was

ept in the load position for the first 10 s of every run to load the
ample loop, after which it was switched to the inject position to
lace the sample plug into the carrier stream. The valve was kept
n the inject position for a further 30 s to ensure that the entire

f
e
s
t

1 2 1

ini-reactor and R2, MnO2 mini-reactor; FAAS, Flame atomic absorption spec-
rometer detector; W, Waste.

ample was flushed out of the sample loop. This was followed by
witching the valve to the load position to fill the sample loop for
he next run. Two three-way valves were employed for adjusted
arrier and samples lines passing in reactor 2 (25% (w/w) MnO2)
r reactor1 (copperized cadmium)-reactor 2. After being placed
n the carrier stream, the sample zones were pumped through
he solid-phase reactors 2 (for determination of nitrite) or 1 and

(for determination of nitrate and nitrite). The products were
hanneled to a Philips flame atomic absorption spectrometer
Model PU 9110X) with an air-acetylene flame and 5 cm optical
ath-length (burner). The light source was a Mn hollow cath-
de lamp. The wavelength was set to 279.5 nm with a spectral
lit-width of 0.5 nm and a lamp current of 9.0 mA.

.3. The reducing copperized cadmium and MnO2

olid-phase reactors

Metallic cadmium (R1) fillings between 40 meshes and
0 meshes were taken, stirred for 2 min with distilled water,
tirred for 2 min with 100 ml of 2% copper sulphate solution,
nd then the supernatant liquid was removed. Metallic cadmium
as washed with distilled water till the washings were free from
recipitated copper. A Teflon tube (0.7 mm i.d.) was carefully
lled with prepared material up to 7 cm height on a glass wool
upport without any air bubbles [34]. The column was regen-
rated by pumping a carrier stream containing EDTA/NH4Cl
prepared by dissolving 0.4 g EDTA.2H2O and 70 g ammonium
hloride in 1 dm3 of water and pH was adjusted between 9 and
.5 with ammonium solution) [35]. The solid-phase reactor (R2)
as constructed from stainless tubing with i.d. of 0.7 mm and

ength of 12.0 cm. The tubing was packed by silica gel beads
mbedded in solid MnO2. The reactor was prepared by mix-
ng 0.5 g powdered solid manganese(IV) dioxide (Merck) and
.5 g of silica gel beads. This mixture was homogenated using
n IR vibration mill (Shimaadzu, Japan). Each packed reactor
ad to be conditioned for at least 30 min before use. Condition-
ng involved pumping re-distilled water through the reactor for
5 min followed by pumping the carrier stream, 0.1 M H2SO4,

or another 15 min at flow rate of 3.5 ml min−1. The lifetime of
ach reactor was established by comparing absorbance for the
ame standards from day to day. When the absorbance started
o decrease systematically and drastically, the reactor had to be
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But the sensitivity is higher and the reproducibility is better
only in sulfuric acid. Therefore, sulfuric acid was selected as
the best reaction medium. Also, the effect of acid concentration
(preparation from sulfuric acid) was evaluated (see Fig. 3). The

Table 1
Analytical parameters of the proposed method for different mineral acids

Acida Intercept (a)b Slope (b)b rc DLd (mg L−1)

H3PO4 0.006 0.0214 0.9973 0.22
HCl 0.005 0.0327 0.9948 0.28
H2SO4 0.002 0.0454 0.9979 0.07
M. Noroozifar et al. / T

eplaced. The total number of samples that could be processed
ith one column varied between 400 and 450 depending on the
itrite concentration. Nitrate is previously reduced to nitrite in
copperized cadmium column and analyzed as nitrite.

.4. Real samples

Our meat products preparation method for determination of
itrite and nitrate in meat products has been reported previ-
usly by Öztekin et al. [19]. Ten grams from meat products
ere weighed in a beaker. Deionized water (150 ml) was added

nd blended for 2 min in a laboratory blender. The suspension
as incubated for 15 min in a warm water bath at 50 ◦C. After

ooling, the volume was diluted to 250 ml and filtered through a
hatman filter paper no. 1. An aliquot of this solution was then

ltered from a 0.45-�m cellulose acetate filter disc. The result-
ng solution, after adequate dilution, was injected to proposed
ystem. The proposed method was tested with different wastew-
ters; the samples were filtered with Whatman filter paper no. 1
nd determined by the proposed method. The original nitrite
oncentration of these samples was also determined before
piking.

. Results and discussion

.1. Analysis with MnO2 and copperized cadmium reactors

It is the aim of the present work to investigate the possibility
f using a solid-phase manganese(IV) dioxide reactor for on-
ine oxidation of NO2

− in a FI system at room temperature and
ithout any sample concentration. In this reactor, nitrite reduces
nO2 to Mn(II) and nitrate is formed. The equation for this

eaction is:

nO2(Solid) + NO2
− + 2H+ → NO3

− + Mn2+ + H2O

Consumes manganese(IV) dioxide is proportional to the con-
entrations of nitrite in the samples. Hence, we used man-
anese(IV) dioxide solid reagent for the determination of nitrite
n a FI system. Nitrite, when added in increasing amounts, con-
umes manganese(IV) dioxide and increases the Mn absorbance.
itrate is reduced to nitrite in FI system using a copperized

admium column (R1) and analyzed as nitrite. The absorbance
s found to increase linearly with increasing concentration of
itrate, which forms the basis for speciation of nitrite and nitrate.

.2. Optimization of variables

The performance of the proposed flow-injection system
epends on the efficiency of the reaction at the interface between
he solid and liquid phases of the reactors. The acid H2SO4 con-
entration in carrier stream, the MnO2 concentration in reagent
ection, the loop volume and the temperature also had major
ffects and had to be optimized.
The contact time between the sample zone containing NO2
−

nd the reactor is very important for the reaction to proceed suf-
ciently. Because this depends on the flow rate of the sample
one through the reactor, a study of the flow rate of the carrier

a

ig. 2. Influence of the carrier flow rate on the analytical signal, [NO2
−] =

.0 mg L−1, T = 25 ◦C, [MnO2] = 25% (w/w), Loop volume = 400 �L, carrier
tream = 0.1 mol L−1 H2SO4.

tream was conducted. Flow rates between 0.5 ml min−1 and
ml min−1 were evaluated. The optimization is shown in Fig. 2.
he highest analytical signal (absorbance) was found for a rate
f 3.5 ml min−1. At the lower flow rates down to 3.5 ml min−1,
he resulting absorbance is low, because of increased longi-
udinal diffusion. Decreasing absorbance was found for flow
ates above 3.5 ml min−1, because the reaction between NO2

−
ith MnO2 had not gone to completion. A carrier flow rate of
.5 ml min−1 was selected in order to obtain maximum sensi-
ivity and minimum residence times. Under these conditions, at
east 90 injections per hour can be performed.

Based on the above reaction, an acidic carrier is required
or the completion of the reaction between NO2

− and MnO2.
are should be taken that the concentration of the acid in the
arrier stream will give optimum performance, but without any
estruction to the response reactor. The response of oxidation
eactor was studied by using HCl, H3PO4 and H2SO4 acids in
he carrier stream. The optimum acidity of the solution with
Cl and H3PO4 and H2SO4 lies within the concentration range
.0001–0.5 mol L−1. The following media have been tried in
he proposed experiments: hydrochloric acid, phosphoric acid
nd sulfuric acid solutions. Analytical parameters of these acids
ave been studied and reported in Table 1. It was found that the
ensitivity of reaction is very low in HCl and H3PO4 solutions.
a Acids concentration was 0.1 mol L−1.
b The slope is obtained from equation; A = a + b × [NO2

−], where A is the
bsorbance for concentration of nitrite, a is intercept and b is slope.
c Correlation coefficient.
d Detection limit.
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Fig. 3. Influence of the carrier stream H2SO4 concentration on the analyt-
ical signal, [NO2

−] = 8 mg L−1, T = 25 ◦C, [MnO2] = 25% (w/w), Loop vol-
ume = 400 �L and flow rate = 3.5 ml min−1.
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Fig. 5. Influence of the injection volume on analytical signal, [NO2
−] =

8 mg L−1, carrier stream = 0.1 mol L−1 H2SO4, [MnO2] = 25% (w/w), T = 25 ◦C
and flow rate = 3.5 ml min−1.
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of ±5% in the determination of 10 mg L−1 NO2

−. According
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ig. 4. Influence of the solid MnO2% (w/w) suspended on silica gel beads)
n analytical signal, [NO2

−] = 8 mg L−1, carrier stream = 0.1 mol L−1 H2SO4,
= 25 ◦C, Loop volume = 400 �L and flow rate = 3.5 ml min−1.

nalytical signals increased with an increase in acid concentra-
ion from 0.0001 to 0.1 and then were constant, so 0.1 mol L−1

2SO4 was chosen as the optimum concentration.
The effect of the oxidant (manganese(IV) dioxide) concen-

ration on the performance of the method was evaluated between
% and 40% (w/w) for MnO2:silica ratio. Fig. 4 shows the results
f increasing the MnO2:silica ratio on the amount of absorbance.
25% (w/w) MnO2 mixture was chosen to ensure longer reactor

ifetime and better sensitivity.
The loop volume has a significant effect on absorbance, range

f linearity and sensitivity, as one would expect. The absorbance
as found to increase with the injected sample volume (see

ig. 5). The height absorbance was obtained for loop volume
pper of 400 �L. The loop volume of 400 �L was chosen as
ptimum.

t
C
t

able 2
peciation of nitrite and nitrate in synthetic mixtures

resent (mg L−1) [NO2
−]

NO2
−] [NO3

−] found (mg L−1) R.S.D. (%) (n = 7) Relative e

2.00 2.00 1.96 1.0 −2.00
8.00 7.00 8.10 0.93 1.25
2.00 14.00 12.23 0.65 1.92
8.00 22.00 17.89 0.97 −0.61
ig. 6. Influence of the reactor temperature on analytical signal, [NO2
−] =

mg L−1, carrier stream = 0.1 mol L−1 H2SO4, [MnO2] = 25% (w/w), Loop vol-
me = 400 �L and flow rate = 3.5 ml min−1.

Finally, the effect of the reactor temperature between 10 ◦C
nd 90 ◦C was evaluated. The optimization is shown in Fig. 6.
he analytical signals increased slowly with increasing tempera-

ure between 10 ◦C to 70 ◦C and then decreased with an increase
n temperature up to 90 ◦C. We chose 25 ◦C (r.t.) as the optimum
emperature for a simple system.

.3. Sample matrix interference

The investigation of interferences was carried out for the
O2

−–MnO2 reaction, by adding the interfering element to a
O2

− standard solution. Tolerance is defined as the maximum
eight ratio of foreign compounds to NO2

− producing an error
o this work, no interference is observed from anions such as
lO4

− with weight ratio up to 1500, NO3
− with weight ratio up

o 1000, CO3
2−, Ca2+, Mg2+, Cl− with weight ratio up to 800,

[NO3
−]

rror (%) found (mg L−1) R.S.D. (%) (n = 7) Relative error (%)

1.95 0.56 −2.50
7.14 1.8 2.00

14.27 1.4 1.93
22.60 0.60 2.73
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Table 3
Speciation of nitrite and nitrate in real samples and recovery test

Sample Added [NO2
−] found with R.S.D. (%) [NO3

−] found with R.S.D. (%) Recovery (%)

[NO2
−]

(mg L−1)
[NO3

−] Proposed
method
(mg L−1)

Standard
method
(mg L−1)

Proposed
method
(n = 7)

Standard
method
(n = 7)

Proposed
method
(mg L−1)

Standard
method
(mg L−1)

Proposed
method
(n = 7)

Standard
method
(n = 7)

[NO2
−] [NO3

−]

Waste water 1a 0.00 0.00 1.54 1.49 0.91 1.35 64.23 63.12 0.52 1.53 – –
10.00 10.00 11.47 11.40 0.89 1.15 73.88 73.60 0.61 1.21 99.3 96.5

Waste water 2a 0.00 0.00 1.31 1.29 0.83 0.97 56.08 57.10 0.70 1.47 – –
10.00 10.00 11.23 11.20 0.85 1.40 66.10 66.6 0.65 1.33 99.2 100.2

Zahedan city water 0.00 0.00 0.00 0.00 – – 18.86 19.33 0.46 0.99 – –
1.000 10.00 9.95 9.86 1.0 1.72 29.05 28.87 0.64 1.01 99.5 101.9

Iranshahrb city water 0.00 0.00 0.00 0.00 – – 14.12 14.23 0.79 1.25 – –
10.00 10.00 9.83 9.91 1.1 1.64 24.38 23.99 0.50 1.07 98.3 102.6

Meat product c 0.00 0.00 11.10 10.91 0.76 1.12 63.80 64.10 0.40 1.53 – –
10.00 10.00 21.28 22.00 0.64 1.73 73.69 74.78 0.83 1.44 101.8 98.9

Meat product d 0.00 0.00 31.10 30.85 1.1 1.03 54.21 53.46 0.58 1.69 – –
10.00 10.00 40.86 41.00 0.79 0.99 64.63 63.77 0.77 1.71 97.6 104.2

Well water 1 0.00 0.00 0.00 0.00 – – 47.31 46.80 0.80 1.64 – –
10.00 10.00 9.87 9.80 0.80 1.33 56.96 56.78 0.86 1.55 98.7 96.5

Well water 2 0.00 0.00 0.00 0.00 – – 120.10 120.96 0.79 1.47 – –
10.0 10.00 9.90 10.05 1.0 1.21 130.25 130.57 0.91 1.74 99.0 101.2

a University of Sistan and Baluchestan wastewaters.
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b Iranian Sistan and Baluchestan province.
c Amol Juoneka Sausage.
d Amol Juoneka Calbus.

2O8
2− with weight ratio up to 500, F−, H2PO4

− with weight
atio up to 300, CH3COO−, Fe3+ with weight ratio up to 50 and
4O7

2−, S2O5
2− with weight ratio up to 50, Mo7O24

6− with
eight ratio up to 10 IO3

−, BrO3
−, S2O4

2−, with weight ratio
p to 1.

.4. Evaluation of the method

Using the experimental conditions described above, the cal-
bration graphs are linear from 0.1 mg L−1 to 20 mg L−1 and
.5 mg L−1 to 30 mg L−1 and are described by the equation:
1 = 0.0454 [NO2

−] + 0.002 with r = 0.9979 and A2 = 0.0232
NO3

−] + 0.003 with r = 0.9992 for n = 10 for nitrite and nitrate
espectively, where A is the absorbance, r the correlation coeffi-
ient and n represents the number of determinations.

The detection limit (DL) were calculated using the equation
L = 3Sbk/m, where Sbk is the standard deviation of blank sig-
als for 10 determinations and m is the slope of the calibration
raph. The calculated DL was found to be 0.07 mg L−1 and
.14 mg L−1 for nitrite and nitrate, respectively.

.5. Determination of nitrite and nitrate in a mixture

The present method was applied to determine nitrite and
itrate in synthetic mixtures at different mass ratios under the
ptimum conditions. The absorbance intensity of a nitrite and
itrate mixture was measured without reduction of nitrate. This
ives the measure of nitrite originally present as nitrite in the

ixture. Subtracting this from the total gives the concentra-

ion of nitrate present in the mixture after reduction of nitrate
y copperized cadmium solid-phase reactor. Also, the repeata-
ility of the proposed method was determined for nitrite and

A

t

itrate mixtures (by seven repetitive analyses). The results are
hown in Table 2. These results indicate that the relative standard
eviation (R.S.D.%) and relative error (R.E.%) could be better
han 1.0% and ±2.00 for nitrite and 1.8% and ±2.73 for nitrate,
espectively.

.6. Application to real samples and recovery tests

Recovery tests for nitrite and nitrate using the proposed
ethod were performed using four different samples, and the

est for each sample was carried out in triplicate. As shown in
able 3, the recoveries of nitrite and nitrate added to meat prod-
cts and water samples were all between 97.6% to 101.8% and
6.5% to 104.2% for nitrite and nitrate, respectively. The results
f the recovery tests are very good.

. Conclusions

The results of this work demonstrate application of man-
anese(IV) oxide solid-phase reactor for the speciation of
itrite and nitrate using a FIA–FAAS system. The sample is
orced through the reactor and the liberated manganese ions
re then monitored by a flame atomic absorption spectrome-
er. The procedure resulted in a selectivity which fits well with
hat of water, wastewater and foodstuff samples. The MnO2
eagent used is cheap, stable and readily available in every
aboratory.
cknowledgement

The authors gratefully thank University of Sistan & Baluches-
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bstract

Two biosensors based on Trametes versicolor laccase (TvL) were developed for the determination of phenolic compounds. Commercial oxygen
lectrode and ferrocene-modified screen-printed graphite electrodes were used for preparation of laccase biosensors. The systems were calibrated
or three phenolic acids. Linearity was obtained in the concentration range 0.1–1.0 �M caffeic acid, 0.05–0.2 �M ferulic acid, 2.0–14.0 �M syringic
cid for laccase immobilised on a commercial oxygen electrode and 2.0–30.0 �M caffeic acid, 2.0–10.0 �M ferulic acid, 4.0–30.0 �M syringic

cid for laccase immobilised on ferrocene-modified screen-printed electrodes. Furthermore, optimal pH, temperature and thermal stability studies
ere performed with the commercial oxygen electrode. Both electrodes were used for determination of a class of phenolic acids, achieving a cheap

nd fast tool and an easy to be used procedure for screening real samples of human plasma.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Phenolic acids and their derivatives are widely in plant
ingdom (legumes, cereals, and fruits), their by-products (tea,
ider, oil, wine, beverages) and medicinal plants [1,2]. Caffeic
cid (3,4-dihydroxycinnamic acid), ferulic acid (3-methoxy-
-hydroxycinnamic acid), syringic acid (3,5-dimethoxy-4-
ydroxybenzoic acid) have some important antioxidant char-
cteristics for metabolism. Caffeic acid is a kind of phenolic
cid, which has been found to be pharmacologically active as
n antioxidant, antimutagenic, anticarcigenic agent, lipoxyge-
ase inhibitor and it also has antibacterial, antiinflamatory and
typtic activities [3,4]. Ferulic acid arises from the metabolism
f phenylalanine and tyrosine. It is the most abundant hydrox-
cinnamic acid in the plant world and occurs primarily in seeds
nd leaves both in its free form and covalently linked to lignin

nd other biopolymers. The dehydrodimers of ferulic acid are
mportant structural components in the plant cell wall and serve
o enhance its rigidity and strength [5,6]. Due to its phenolic

∗ Corresponding author.
E-mail address: pilloton@casaccia.enea.it (R. Pilloton).
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ucleus and an extended side chain conjugation, it readily forms
resonance stabilized phenoxy radical, which accounts for its

otent antioxidant potential. UV absorption by ferulic acid cat-
lyzes stable phenoxy radical formation and thereby potentiates
ts ability to terminate free radical chain reactions. By virtue
f effectively scavenging deleterious radicals and suppressing
adiation-induced oxidative reactions, ferulic acid may serve
n important antioxidant function in preserving physiological
ntegrity of cells exposed to both air and impinging UV radia-
ion. Similar photoprotection is afforded to skin by ferulic acid
issolved in cosmetic lotions. Its addition to foods inhibits lipid
eroxidation and subsequent oxidative spoilage. By the same
echanism, ferulic acid may protect against various inflamma-

ory diseases. A number of other industrial applications are based
n the antioxidant potential of ferulic acid [5]. Recently, pheno-
ic acids have been determined in blood, wine, tea, fruit juice, oil
nd plant extracts by using HPLC with mass spectrometry, UV
r electrochemical detection [7–11], capillary electrophoresis
ith UV or electrochemical detection [12,13], liquid chromatog-
aphy [14], gas chromatography–mass spectrometry [15–18],
uorescence [19], electrochemical [20,21] detection and biosen-
or [22]. Compared with other methods, biosensors have the
otential to overcome most of the disadvantages of conventional
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Fig. 1. Typical laccas

ethods [23]. Amperometric biosensors have been prepared as
ediated and unmediated systems. Many electrodes combined
ith laccase have been developed for detection of phenolics

24–33].
Laccases (p-diphenol: dioxygen oxidoreductase, E.C.

.10.3.2) are multi-copper oxidase having Type 1, Type 2, and
ype 3 copper sites [34]. Although a few laccases have been iso-

ated from plant sources (e.g., lacquer, sycamore, and tobacco)
ost of known laccases have fungal origins (e.g., white rot fungi)

nd are extracellular enzymes [35,36]. Very recently, it has been
eported that laccases are widespread in bacteria [37]. As shown
n Fig. 1, laccases reduce oxygen directly to water in a four-
lectron transfer step without intermediate formation of soluble
ydrogen peroxide in expense of one-electron oxidation of a
ariety of substrates, e.g., phenolic compounds [26].

Instead of oxygen, mediator can be used as an electroac-
ive compound. Ferrocene and its derivatives have been used in
iosensors as redox mediators for the electron shuttling between
nzyme active site and electrode [38,39]. Phenolic acids are
xidised by laccase. When ferrocene is present in the reaction
edium, it acts as an electron donor during oxidation of phe-

olic acids. Mediator is oxidised by the working electrode. As
result, current is decreased and detected using the electrode

ystem (Fig. 2).
In this study, alternative systems were developed for faster

nd cheaper determination of phenolic acids in real samples
f human plasma by bioanalytical methods including Trametes

ersicolor laccase (TvL) and two different transducers: a com-
ercial Clark electrode and a ferrocene-modified screen-printed

raphite electrode.

Fig. 2. Principle of ferrocene-mediated laccase biosensor.
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lysed reactions [43].

. Materials and methods

.1. Reagents

All chemicals were commercially available and of reagent
rade. Three-hundred bloom calf skin gelatin, glutaralde-
yde (GA), ferulic acid, caffeic acid, syringic acid and 2,2-
zinobis-(3-ethylbenzothiazoline-6-sulphonic acid) (ABTS)
ere obtained from Sigma Chem. Co. (St. Louis, MO,
SA).
Plasma samples were obtained from a local hospital and

enaturated by adding 70% HClO4. The obtained plasma sample
as diluted 100-fold and spiked with known amount of standard

olutions.

.2. Apparatus

WTW InoLab Oxi Level 2 model dissolved oxygenmeter
ased on amperometric mode and WTW Cellox 325 Dis-
olved Oxygen Probe (Germany) were used for the experiments.
hronoamperometric measurements were carried out with the
adiometer (Voltalab PGP 201) electrochemical measurement

ystem (France). Ag/AgCl and Pt were used as reference and
ounter electrodes, respectively.

.3. Electrode preparation

Ferrocene-modified screen-printed electrodes were home
ade prepared on PVC substrates by using a HT10 Machine

Fleishle, Germany). Pastes for printing, working electrodes
ere prepared by using a commercially available graphite paste

GWENT Electronics Materials Inc.®). Printed electrodes were
abricated by depositing several layers of pastes on a PVC
ubstrate. 5.6% Ferrocene (w/w) was added to graphite paste,
he graphite working electrode, auxiliary electrode, conduct-
ng paths and pads were deposited directly on the PVC sheets
sing graphite pastes (GWENT Electronics Materials Inc.®).

hen, an insulator paste (GWENT Electronics Materials Inc.®)
as deposited. Finally, an Ag/AgCl paste (GWENT Electron-

cs Materials Inc.®) was placed over the conducting paths
Fig. 3).
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ig. 3. SPG electrodes: from left to right the concentric lay-out of sequentially
rinted layers: (a) ferrocene/graphite auxiliary and working electrodes, conduc-
ive paths and pads; (b) insulator; (c) Ag/AgCl reference electrode.

.4. Culture medium of microorganism and laccase
roduction

TvL was isolated from the culture filtrates of the white rot fun-
us T. versicolor (ATCC 11 235). T. versicolor was maintained
t 4 ◦C on 2% malt agar and grown in 100 ml malt extract broth
2%) for 3 days. The laccase-production medium was a nitrogen-
imited medium consisting of 10 g glucose, 1 g NH4H2PO4,
.05 g MgSO4·7H2O, 0.01 g CaCl2 and 0.025 g yeast extract,
er litre. The cultures of T. versicolor were incubated at 26 ◦C
n a rotary shaker at 175 rpm. After 72 h cultivation, growing
edium was used as a source of enzyme. Laccase production
as assessed by measurement of enzyme oxidation of 2,2-

zinobis-(3-ethylbenzothiazoline-6-sulphonic acid) at 427 nm
ε= 3.6 × 104 cm−1 M−1) [40]. The reaction mixture contained
00 �L of extracellular fluid, 300 �L of 1 mM ABTS and 0.1 M
a-acetate buffer (pH 4.5). 1.0 Unit of enzyme activity is defined

s the amount of enzyme that oxidises 1 �mol ABTS in 1 min.
inal activity for TvL was 350 U ml−1.

.5. Preparation of biosensors

Both commercial oxygen electrode and ferrocene-modified
creen-printed electrode were used for preparation of biosen-
ors. Gelatin (10 mg) and 4 U of laccase in 250 �l of phosphate
uffer (pH 7.5, 50 mM) were mixed at 38 ◦C for few minutes.
hen, the solution spread over probe surface and allowed to dry
t 4 ◦C for 45 min. Moreover, for screen-printed electrodes the
rocedure was the same as reported above, with the exception
f the deposition of 2.5 �l of mixed solution on the surface of
errocene-modified graphite working electrode. Four units lac-
ase was used for both biosensors. Finally, they were immersed
n 2.5% glutaraldehyde in 50 mM phosphate buffer (pH 7.5)

or 5 min [41]. Thus, Type I biosensor including dissolved oxy-
en probe and Type II biosensor including ferrocene-modified
creen-printed electrodes were prepared for detection of pheno-
ic acids.

a
a
a
t

71 (2007) 312–317

.6. Measurements

Oxygen consumption occurred in the enzymatic reaction was
etected with Type I biosensor to determine the concentration
f phenolic acids. All the measurements were done at 35 ◦C
nder continuous and constant stirring and varying substrate
oncentrations in steady-state conditions by using a thermostatic
eaction cell. A baseline was obtained with the working buffer in
0 min, then the substrate solution was added individually to the
eaction cell. Enzymatic reaction was completed in 10 min. The
oncentration of dissolved oxygen was measured. After comple-
ion of the measurement, the electrode was rinsed with distilled
ater and allowed to equilibrate before the following measure-
ent. Fifty millimolars of acetate buffer, pH 4.5, was used as
orking buffer for laccase biosensor.
Under same working conditions, phenolic acid detection was

btained with Type II biosensors. The buffer solution was deaer-
ted with N2 for 10 min before use. After phenolic acid addition,
ts oxidation took place in the bioactive layer and was sensed as

change in the current intensity with a potentiostat at 0.28 V
ersus Ag/AgCl pseudo-reference electrode.

. Results and discussion

.1. Optimisation of assay conditions

Optimisation studies have been performed only with the com-
ercial oxygen electrode, while all the remaining experiments

ave been done with both biosensors.

.1.1. Effect of pH
Fig. 4(a) and (b) show the results obtained from pH optimi-

ation studies of the biosensors. The optimal pH value of 4.5
f both systems was obtained for caffeic acid, ferulic acid and
yringic acid. A decrease was observed for lower and higher pH
alues. Our data on TvL perfectly agree with previous work [26],
here the variation of laccase activitiy from different enzyme

ources with pH was tested by using phenol as a substrate.

.1.2. Effect of temperature
Electrode response was measured at different temperatures

anging from 25 ◦C to 40 ◦C with Type I biosensor. As shown in
ig. 5, the maximum response was obtained at 35 ◦C, which is
lso known as optimum temperature value for laccase enzymes
nd well agrees with previous works, as cited above. Hence, this
emperature was used for all measurements.

.1.3. Thermal stability
The thermal stability experiments were performed at work-

ng conditions (acetate buffer, pH 4.5, 50 mM and 35 ◦C) for
ype I biosensor. Our data showed no decrease in biosensor
esponse after 7 h. After that, only 7% decrease of the beginning

ctivity of the biosensor was observed up to 8 h. In this period,
pproximately 28 measurements have been made. It could be
lso possible to make more measurements during the mentioned
ime.
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ig. 4. Effect of pH on Type I (a) and Type II; (b) biosensor responses (pH
.0–5.5, 50 mM acetate buffer, 35 ◦C).

.2. Effect of applied potential

Hydrodynamic voltammograms of Type II biosensors based
n graphite-ferrocene inks (Fig. 6) were previously performed
n our laboratories with several immobilisation procedures and
nzymes (peroxidase, tyrosinase, laccase), which have phenols
s substrates. Tyrosinase [42] and peroxidase were immobilised
n the SPE surface in a cross-linked glutaraldehyde BSA matrix,
hereas TvL was immobilised as described above. Similar
ehaviour of the three biosensors (peroxidase voltammogram
ot shown in Fig. 6) were observed at different optimal potential
s a consequence of experimental conditions and immobilisa-

ion procedures used. The optimal potential for Type II biosen-
or (+280 mV versus Ag/AgCl pseudo-reference electrode) was
hosen according to Fig. 6.

ig. 5. Effect of temperature on the biosensor response (in acetate buffer, 50 mM,
H 4.5).

s
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rodes coupled with cross-linked tyrosinase or TvL. Response to 1 mM phenol
ith (�) tyrosinase in a GA-BSA matrix (PB 0.1 M, pH 6.5, room temperature);

©) TvL in a gelatin matrix (acetate buffer; 50 mM, pH 4.5, 35 ◦C).

.3. Analytical characteristics

Linearity was obtained in a concentration range 0.1–1.0 �M
affeic acid, 0.05–0.2 �M ferulic acid, 2.0–14.0 �M syringic
cid for laccase immobilised on commercial oxygen elec-
rode and 2.0–30.0 �M caffeic acid, 2.0–10.0 �M ferulic
cid, 4.0–30.0 �M syringic acid for laccase immobilised on
errocene-modified screen-printed electrodes (Table 1). At
igher concentrations, calibration curves showed a deviation
rom linearity. The precision of biosensors was tested and results
re shown in Table 1 as coefficient of variation (CV).

On the other hand, ascorbic acid, uric acid and paraceta-
ol which could be catalytically oxidised by ferricinum ion
ere tested at different concentrations. No signal was detected
ith Type II biosensor at +280 mV at concentrations lower than
0 �M ascorbic acid, 100 �M uric acid and 25 �M paraceta-
ol. These concentrations are relatively higher than detection

anges for phenolic acids tested in this paper. At higher concen-
ration signals have been recorded as 0.5, 1.15 and 0.95 �A cm−2

or ascorbic acid (50 �M), uric acid (100 �M) and paracetamol
25 �M).

.4. Phenolic acid determination of human plasma

Proposed biosensors were analytically evaluated with real
amples of human plasma. TvL is specific for a class of com-
ounds, not for a single compound and this characteristic has
een exploited to obtain an analytical device for a wide spec-
rum of phenolic compounds. In addition, TvL shows different
pecificity for its substrates. Accuracy is then affected by the
ifferent specificity of the enzyme for all substrates. For this
eason, recovery experiments on blind spiked samples were pre-
erred with respect to the comparison with a reference method.
or this purpose, denaturated plasma sample was prepared as
escribed in material and method and used as stock solution.
lasma samples were added to reaction cell after equilibration
nd changes in the responses were recorded for both types of

iosensors. Then, plasma samples with spiked amount of sev-
ral phenols were added and signals were recorded. Finally, data
ere calculated from the calibration curves. All results includ-

ng recovery coefficients (Table 2) are analytically acceptable.
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Table 1
Analytical features of the proposed laccase biosensors

Biosensor

Type I biosensor Type II biosensor

Caffeic acida Ferulic acida Syringic acida Caffeic acida Ferulic acida Syringic acida

Slope of the calibration lineb 0.239 1.040 0.130 0.110 0.130 0.013
Correlation coefficient (R2) 0.991 0.997 0.996 0.993 0.996 0.998
Linearity range (�M) 0.10–1.00 0.05–0.20 2.0–14.0 2.0–30.0 2.0–10.0 4.0–30.0
LOD (�M)c 0.06 0.01 0.5 1.6 1.8 1.5
LOQ (�M)c 0.12 0.02 1.1 3.0 2.3 2.4
σ (n = 5)d ±0.03 ±0.01 ±0.5 ±0.2 ±0.2 ±0.6
CVe (%) 3.3 5.0 4.5 4.6 1.4 4.9

a Phenolic acid.
b Slope is given in mg L−1 �M−1 for Type I biosensor and in �A cm−2 �M−1 for Type II biosensor.
c LOD (limit of detection) and LOQ (limit of quantitation) have been calculated with the graphical method reported by Meier and Zund [44].
d Repeability measurements and standard deviation (σ) calculation were performed with n = 5 replicates of 0.75 �M caffeic acid, 0.1 �M ferulic acid, 10.0 �M

syringic acid with Type I biosensor and 4.0 �M caffeic acid, 6.0 �M ferulic acid, 10.0 �M syringic acid with Type II biosensor.
e Coefficient of variation.

Table 2
Application of biosensors to human plasma

Amount of phenolic acid
in plasma (�M)a (C0)

Added phenolic acid
(�M) (Cadd)

Detected total phenolic
acid (�M) (Ctot)

% Recovery
(Ctot − C0)/Cadd

Type I biosensor
Caffeic acid <0.06 0.60 0.58 ± 0.03 97

0.09 0.70 0.78 ± 0.04 99

Ferulic acid 0.05 0.10 0.13 ± 0.01 80
0.06 0.10 0.18 ± 0.01 120

Syringic acid <0.50 1.80 2.1 ± 0.6 117
3.20 7.00 10.1 ± 0.3 99

Type II biosensor
Caffeic acid <1.60 2.70 2.2 ± 0.5 81

0.10 4.50 4.8 ± 0.8 105

Ferulic acid <1.80 2.10 2.2 ± 0.4 105
0.50 4.40 5.0 ± 0.3 102

Syringic acid 0.70 5.30 6.1 ± 0.5 102

A
nk pla

T
o
i
r
t
w
r
s

4

m
f
m
a
p

L
f
f
p

A

e

R

1.50 9.90

ll results are given as value ± S.D., n = 5.
a Added phenolic acid concentration were calculated after addition to the bla

he nature of sample does not affect the measurements. More-
ver, interferences of some compounds were already mentioned
n Section 3.3. Apart from these compounds, electrochemical
esponse of each phenolic acid on naked screen-printed elec-
rode (with or without ferrocene) was also tested and no response
as obtained in each case. All data showed that in the detection

anges both types of biosensor could be used as an analytical
ystem selective for the class of phenolic compound.

. Conclusion

In this study, TvL based biosensors were developed for deter-
ination of phenolic acids. Optimal working conditions were
ound at pH 4.5, 50 mM acetate buffer and 35 ◦C by using laccase
odified oxygen electrode. Under these conditions, calibration

nalytical parameters, reproducibility studies, including sam-
le application, were done for both laccase modified electrodes.
11.6 ± 0.3 102

sma sample using the standard curves obtained for each substrate.

accase based biosensors are simple, rapid to prepare, reliable
ast and of low cost. Furthermore, they offer a good method
or screening phenolic acids in complex matrices like human
lasma.
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bstract

Rh is contained in catalyst in much smaller quantities than Pt. For this reason, the database for this metal with respect to emissions from catalytic
onverters is much smaller than that for platinum, thus precluding a quantitative risk assessment.

Accurate determinations of the rhodium have always been difficult tasks. The metal is often present at trace levels in sample types of com-
lex composition. This situation has improved recently due to developments of instrumental methods and their applications to analyses of

hodium in a variety of matrices. The purpose of this review is to describe the analytical sensitive methods by inductively coupled plasma
pectrometry.

2006 Elsevier B.V. All rights reserved.
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1. Introduction

Rhodium together with platinum and palladium play a deci-
sive role in the performance of exhaust systems, worldwide

pplied in vehicles to reduce the emission of gaseous pollutants.
owever, the hot exhaust gases flowing through the converter

ause abrasion of these units, leading to the emission of the met-
ls to the environment. Thus, these novel anthropogenic metals

∗ Corresponding author. Tel.: +34 952137393; fax: +34 952132000.
E-mail address: fsanchezr@uma.es (F.S. Rojas).

039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.04.024
have an increasing impact on nature due to the increasing num-
ber of cars equipped with catalytic converters.

The monitoring of rhodium originating from the emission of
the automotive catalytic converter attrition into environmental
samples has paramount importance with respect to estimation of
the future risk of the human health and the ecosystem. The con-
centration of this element is still relatively low in environmental
compartments, thus their analysis requires analytical methods

of high sensitivity, selectivity and the control of interference
effects.

In two previous reviews, we have summarised the determina-
tion of rhodium by spectrophotometric methods [1] and atomic
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bsorption spectrometry [2]. The aim of the present review is to
valuate the utility of atomic emission spectrometry (ICP-OES)
nd ICP-MS.

Atmospheric-pressure inductively coupled plasmas are
ame-like electrical discharges that have revolutionized the
ractice of elemental and isotopic ratio analysis. In particular,
he novel attributes of argon ICPs have made these plasmas

remarkable vaporization–atomisation–excitation–ionisation
ource for atomic emission and mass spectrometry. Since its
ntroduction over three decades ago, the ICP has exhibited a
arge number of special attributes. ICP-OES and ICP-MS are
he similar analytical methods from the viewpoint of the use of
lasma as excellent excitation and ionisation sources.

Optical emission spectroscopy, with argon plasma as the exci-
ation source, has gained worldwide acceptance as a versatile
nalytical technique. The technique is characterized by high tem-
erature leading to few chemical interferences and wide linear
esponse range (five to six orders of magnitude). ICP-OES has
een used for many years, while applications of ICP-MS are of
ore recent origin.
The ICP-MS is characterized by low background, is one of

he most sensitive analytical techniques presently available. It is
eing developed continuously, to increase the sensitivity, selec-
ivity and capability to process fast transient signals.

Both techniques have provided accurate results rapidly when
mployed for simultaneous multi-element measurements.

. Inductively coupled plasma atomic emission

pectrometry

Plasma source developed from flames and are now very
mportant tools for multi-element determinations in liquid sam-

t
T
b
p

able 1
mission lines, detection limits and possible interferences for the determination of rh

lement Emission line Wavelength (nm) Detecti

h I 343.489 60
t II 214.423 30

d I 340.458 44

u II 240.272 30
I 349.894 111

r II 224.268 27

s II 225.585 0.36

u I 242.795 17

197.819 38
anta 71 (2007) 1–12

les and in solids following sample dissolution. In order to
vercome the disadvantages related to the low temperatures of
hemical flames but to develop sources with a similarly good
emporal stability and versatility with respect to the sample
ntroduction, efforts were directed towards electrically gener-
ted discharges called plasma sources. Plasma may be defined
s “luminous volume of partially ionised gas”. The plasma is
enerated from radiofrequency (RF) magnetic fields induced by
copper coil wound around the top of a glass torch.

Sample is generally introduces as a solution and is nebulised
o form a fine aerosol, that is transported into the centre of the
lasma where it rapidly undergoes dissolvation, vaporization to
olecular level and dissociation into atoms; some of the atoms

re ionised. Both atoms and ions become excited in the plasma
nd, as they revert to their ground state in the tail flame, they
mit light; in ICP-OES their characteristic emission is measured
sing an optical spectrometer. The emission lines, detection lim-
ts and possible interferences applicable to ICP-OES in rhodium
nalysis are given in Table 1 [3].

As all elements present in the radiation source emit their spec-
rum at the same time, from the principles of OES it is clear that
t is a multi-element method and is very suitable for the deter-

ination of many elements under the same working conditions.
part from simultaneous determinations, so-called sequential

nalyses can also be carried out, provided the analytical sig-
als are constant. Sequential and simultaneous multi-element
pectrometers both have their own possibilities and limitations.
or this reason, the majority of papers reported the determina-
ion of rhodium and other elements, principally noble metals.
he determination of rhodium alone in catalysts is described
y Watanabe et al. [4] using potassium xanthates to form com-
lex which is extractable into xylene, the detection limit was

odium and other precious metals by ICP-OES [3]

on limit (ng ml−1) Interference and spectral line (nm)

V II 343.54
Al I 214.54
Fe II 214.44
Fe I 340.44
V II 340.44
Ti II 340.50
W I 340.53
Fe II 240.26

Cu II 224.26
Fe II 224.18
Ni I 224.29
Fe II 225.58
Fe I 225.59
Ni I 225.59
Cr II 225.60
Fe II 242.83
Mn II 242.78
Mn I 242.80
V I 242.83
V II 242.73
W II 242.75
Al I 197.84
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9 ng ml−1 and the relative standard deviation for the determi-
ation of 25, 50 and 100 �g of Rh for 10 runs, ranged from 1.52 to
.97%.

Many studies in ICP-OES were concentrated on the deter-
ination of impurities in fine precious metals and their alloys.
ttention was also paid on the determination of these metals

n ores and materials of industrial importance. For example, a
ethod of decomposing placer platinum samples was proposed

nd this made it possible to determine Rh and Pt, Pd, Ir, Os, Ru,
u and some base metals simultaneously [5]. The decomposi-

ion procedure consists in treating the samples with potassium
etrafluorobromate and converting the complex fluorides into
oluble complex chlorides.

In the analysis of geological materials, the most important
ethod used for the preconcentration of platinum group metals

PGE) and Au and their separation from base metals and sili-
ates is the fire assay. In the ICP-OES determination of PGE and
u in geological samples following the NiS fire assay and Te

oprecipitation, the recovery of these elements was improved by
mploying screw-capped Teflon bombs for dissolving the NiS
eads or the Te precipitates [6]. The precipitation of Crystal

iolet–precious metals–tin(II) chloride has been applied to the
nrichment of Rh and Pt, Pd, Ir and Au for ICP-AES determi-
ation [7]. Also, Rh and 12 impurities were analysed in Pt–Rh

c

a

able 2
etermination of rhodium and other elements by ICP-OES

lements Sample matrix Metho

t Catalysts Copre
t, Pd Catalysts By ac
t, Pd Automotive catalytic converters An ion

excha
t, Pd Used automobile catalysts Micro

and an
t, Pd Catalytic converter With m

dissol
t, Pd, Au Rocks, ores, concentrates and sulphide float After
t, Pd, Au Minerals Immo
t, Pd, Au Geological samples After

alumi
t, Pd, Ir – Using
d, Ru, Au Non-ferrous matrix With a

precon
d, Ce, Y Pt–Pd–Rh, Pt–Pd–Rh–Ce, Pt–Pd–Rh–Y alloys The d

2–20%
t, Pd, Ir, Ru Catalysts Y as a
t, Pd, Au, Ag Geological samples After

lithium
GE Airborne particulate Samp

with w
HCl a
ICP-M

GE Environmental samples Preco
cation
of the

GE, Au Geological samples Separ
resin i
laser a

GE, Ag, Ta, Th, U Geological materials With a
d and 11 impurities Platinum gauze for HNO3 industry With s
anta 71 (2007) 1–12 3

nd Pd–Rh alloys [8] and Rh, Au, Pd, Pt in technical solutions
9].

However the limited use of ICP-OES in precious metal anal-
sis, as evinced by the fewer publications, is mainly due to the
arge sample to volume ratio required. The technique has been
tilized for the determination of Rh and Pd in high-purity alloys
10]. Emission lines, detection limits and possible interferences
n precious metal analysis are given in Table 1.

On the other hand, the ultra-trace levels of PGE in environ-
ental samples require preconcentration of the analytes and/or

eparation of the matrix for their determination by ICP-OES. In
his way, Lee et al. [11] applied on-line preconcentration of Rh,
t and Pd as bis(carboxymethyl)-dithiocarbamate (CMDTC)
omplexes on an XAD-4 filled microcolumn after the off-line
ddition of solid CMDTC to the sample solution containing
nCl2 and HCl. The sample solution was segmented in the pre-
oncentration unit by air in order to prevent dispersion. The
luate was collected on-line in a PTFE loop and was forced
ither into the graphite furnace or into the ICP by the use of a
arrier solution. The pH of sample solutions, the concentration
f the complexing and reducing agents, and the flow rate in the

olumn were also studied and optimised.

Table 2 describes the details of selected studies of rhodium
nd other metal ions.

ds Ref.

cipitation with Te in HCl 2 M by heating at 90◦ for 5 h [12]
id pressure decomposition; with Y as an internal standard [13]
-exchange method with a column of Amberlite IRA-93 anion

nge resin
[14]

wave digestion of sample with HNO3 + HCl + H2O2. Filtration
alysis. NIST 2557 as standard

[15]

ultichannel array detector technology; using Carius tube
ution

[16]

reductive coprecipitation using Se as collector [17]
bilized by the carbon powder containing diphenylthiourea [18]
preconcentration with diphenylthiourea immobilized on
nium oxide

[19,20]

AP chelating resin (�-aminopyridyl) [21]
macroporous poly(vinyl-aminoacetone) chelating resin for
centration and separation

[22]

etermination ranges of Ce (Y), Rh and Pd being 0.1–1, 0.6–6, and
, respectively

[23]

n internal standard [24]
poly(dithiocarbamate) resin pre-treatment; sample fusion with a

borate flux
[25]

le collected on glass filters, leached with HNO3/H2O2 diluted
ater. Solutions were mixed with Septonex cationic surfactant and

nd separated using modified silica gel. Also determination by
S

[26]

ncentrations as ionic associations of their halo complexes with
-active tensides on modified silica-type sorbents and by sorption
ir halo complexes on strongly basic anion exchangers

[27]

ation and preconcentration with a chelating resin (YPA4); the
s treated by high temperature furnace, vaporized by continuous
nd introduced into ICP

[28]

poly(dithiocarbamate) resin separation [29]
ubtraction of equivalent concentrations [30]
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. Inductively coupled plasma mass spectrometry

ICP-MS has been accepted as a rapid, accurate technique
or multi-element analysis. Detection limits of ICP-MS for
any elements are comparable or better to electrothermal

tomic absorption spectrometry (ET-AAS), although ET-AAS
s usually limited to the determination of one element at a
ime. In addition to excellent sensitivity and multi-element
apability, ICP-MS can be used for isotope ratio measure-
ents.
The ICP-MS technique combines advantages of the high

emperature plasma source with the highly sensitive detection
apabilities of the mass spectrometer. In this technique, the
ample aerosol emerging from the plasma tail flame contains a
ixture of atoms, ions, undissociated molecular fragments and

nvolatilised particles. These are extracted into the mass spec-
rometer through a sampler cone followed by a skimmer cone.
n electrostatic lens system is placed behind the skimmer in

he region of high vacuum (at 10−5 to 10−6 Torr). These func-
ion as a focussing medium and the quadruple system acts as a

ass filter. A stable ion path exists along the axis of the four
uadruple rods for passage of ions of only one mass at a time.
n addition to the RF voltage applied to opposite pair of rods a
c voltage is applied; the analyzer is scanned by ramping the RF
nd dc voltages applied to the rods, ions of selected masses are
llowed through the detection system in a sequential mode; best
esults are achieved if the ratio of the voltages remains constant.
his operation is usually carried out very rapidly. Ion detection

s usually accomplished using electron multiplier detectors. The
bility to count individual ions, coupled with very low back-
round signals, results in excellent detection limits for nearly
ll elements.

The total dissolved content is generally kept below 0.2%
o minimize solid deposition on the sampler and skimmer.
he major spectroscopic interferences in ICP-MS fall into

ourth categories: polyatomic ions, doubly charged ions,
efractory oxides and isobaric ions. Non-spectroscopic inter-
erences are frequently observed when sample matrix is compli-
ated.

With wide linear dynamic range, essentially simultaneous
ulti-element analytical capability due to rapid scanning facility

nd a fair degree of tolerance to interference free measurement
f analytical signal the ICP-MS today is a widely used analytical
ool for trace metal analysis. In principle spectral interferences
re not as common as in ICP-OES, but sometimes they can be
ery severe. However, non-spectral or matrix-induced interfer-
nces are more problematic. A major limiting factor is the low
olerance to high dissolved salts in the analyte solutions. Some-
imes collision cell interface is used to remove interferences. If
he neutral gas introduced to the collision cell is of low molec-
lar weight relative to the ions to be analysed, the ions tend to
ose kinetic energy and migrate toward the axis as a result of
ollision and it acts as a collisional focusing device. If the col-

ision gas molecular weight is too large, the collisions lead to
on scattering out of the cell. Gas phase collisions with Xe and
H4 have been used for reducing polyatomic ion interferences

n ICP-MS.
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ICP-MS has provided a powerful alternative method for the
etermination of the PGEs.

.1. Geological and industrial materials

Date et al. [31] describe a preliminary work on the applica-
ion of fire assay and ICP-MS to the determination of PGEs in
eological materials. A combination of the neoclassical nickel
ulphide fire assay collection procedure with final determination
y ICP-MS is considered in relation to the simplified procedure
equired for dissolution of the Ni sulphide button and the wealth
f information inherent in ICP-MS spectra.

Jackson et al. [32] determined PGEs and Au in geological
aterials by NiS-FA and ICP-MS. The precious metals in the
iS residue were dissolved and then co-precipitated with Te. The
recipitate was re-dissolved and analysed in the presence of two
nternal standards. Detailed studies for evaluating the optimum
ickel sulphide button size in the estimation of PGEs by ICP-MS
ere carried out [33]. PGEs losses in various stages of the pro-

ess have been studied. The results indicate that among the three
utton sizes investigated, i.e., 2.5, 5 and 8 g, the 2.5 g button was
ound to be adequate for the full recovery of the PGEs. Losses
f PGE in the fusion slag and in the pulp at the second filtration
tage have been found to be negligible. Tellurium coprecipitation
as found to minimize the losses during the dissolution of the
ickel sulphide button. The nickel sulphide fire assay followed
y inductively coupled plasma mass spectrometry was used to
etermine the platinum group elements and gold in the certified
eference material SARM-7 of felspathic pyroxenite and in the
wo new reference materials CHR-Pt+ and CHR-Bkg of chromi-
ite [34]. These results and results of reagent blank studies are
eported. The nickel sulphide fire assay was also compared with
he other commonly used pre-treatment methods, i.e., lead fire
ssay and aqua regia leach. The comparison was made using
he above reference materials and 12 samples from different ore
ypes of the Keivitsa mafic layered intrusion in northern Fin-
and. Various rock types, quartz carbonate rock, hornblendite
nd peridotite, were selected to study dependence of the results
n the type of sample. The highest recoveries, considering all
lements, were obtained by nickel sulphide fire assay. The results
btained by aqua regia leach support its use for preliminary ore
nalysis preceding fire assay for gold, platinum and palladium
nd for some rock types for rhodium and ruthenium.

Digestion in acids is sometimes used as a means of extraction
f PGE and Au from geological samples as an alternative to fire
ssay procedures. However, results have not always been quanti-
ative, and have depended upon the type of sample as well as the
xperimental conditions. The ratio of sample weight to the vol-
me of acids is very important. PGE and Au were extracted from
RMs and samples by aqua regia, and the solutions were anal-
sed by ICP-MS [35]. In this work, 10 g of sample were treated
ith 20 ml of acid; Pd and Au were recovered efficiently from
few standards; 20–40% of Pt, Rh, Ru, and Os were recovered,

hile 1–10% recovery was reported for Ir.
Dry chlorination was developed for the determination of very

ow concentrations of PGE and Au in rocks [36]. PGE and Au
resent in geological samples in the forms of native metals, natu-
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al alloys and as PGE- (or Au-) bearing sulphide group minerals
ere converted to the respective sodium salts in the presence
f chlorine gas and sodium chloride at 580 ◦C. The salts were
issolved in weak HCl and were then separated from chlori-
ation resistant materials by filtration. Precious metals in the
ltrates were analysed using the method of standard additions.
amples as large as 25 g were analysed. Analysis of reference
aterials yielded results which were comparable to or better

han results obtained by fire assay techniques. An important
dvantage of the dry chlorination method was the extremely
ow reagent blanks. The dry chlorination technique was subse-
uently extended to the analysis of larger (250 g) samples [37].
he capability of analysing large samples is important because
mall concentrations of precious metals are not uniformly dis-
ributed in rocks. Even samples of 20–30 g of non-ores may
ot be representative. The reaction vessel was a large, ribbed
hlorination tube which was rotated slowly to provide good
ontact between the chlorine flow and the sample. Results of
nalyses of a number of standards were in good agreement with
ccepted values. Blanks were less than 0.1 ng g−1 for most of the
lements.

Dry chlorination for the determination of PGE and Au in
he metallic fraction of a rock sample, i.e., the fraction of the
ample that contains precious metals as native metals, natural
lloys and sulphide group minerals, results in a chlorination
esistant non-metallic fraction of the sample, which may contain
recious metals also. PGE and Au in chlorination residues (or
on-metallic fractions) were determined by microwave diges-
ions of these residues and analyses of the solutions by ICP-MS
38]. The research provided a means of investigating PGE deple-
ion in layered mafic intrusions which host PGE deposits. In
his investigation, a much smaller quantity of NaCl (a five times
eduction) was distributed efficiently throughout the sample. The
ower total dissolved solids contents of the solution for analysis
educed the adverse effects of large salt concentrations in the
CP-MS determination. A more extensive study was undertaken
f PGE and Au depletion in layered mafic intrusions. These
re the results of penetrations of geological formations by basic
gneous rocks while molten. The study involved analyses of drill
ore samples of the Fox River Sill (Canada) [39].

Sample introduction in the form of slurry has the advan-
ages of fewer sample preparation steps and the need of only

minimum number of reagents. Slurry preparation and intro-
uction was studied for analyses of four SRMs and an in-house
tandard [40]. Samples were prepared in the presence of a dis-
ersing agent by grinding them to a particle size of <5 �m with
irconium beads in plastic bottles. The dispersing agent, a solu-
ion containing Na4P207 and aqua regia, partially digested the
amples during the grinding operation. A disadvantage of this
ethod of sample preparation is the small sample size (0.2 g).
ecause there is no preconcentration step, low concentrations
f precious metals in samples may be beyond the quantitation
imits (0.04–0.2 �g g−1).
In other investigation, 0.5–1 g of SARM-7 and Merensky
eef PGE-ore samples were fused with Na2O2, in zirconium
rucibles [41]. The acidic solution of the fusion bead was diluted
ufficiently to obtain dissolved solids content of 0.25%, and the
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olution was introduced to the instrument by FI. Results for Pt
nd Au agreed with the recommended values for SARM-7. Dilu-
ion of the solution for analysis is a disadvantage of this method.
n addition, the attack of the flux on the crucible introduced ele-
ents whose polyatomic ions interfered in the determinations

f the precious metals.
Two methods are described for the preparation of geological

amples using microwave digestion prior to determination of the
GEs and Au by ICP-MS [42]. In one method, 0.5-g samples are
issolved in sealed all-PFA microwave digestion vessels using
NO3–HCl–HF–HClO4 acids. Samples are transferred to open
I’FE beakers and evaporated to incipient dryness, final solu-

ions being taken up in 1 M HCl prior to analysis. The method has
een evaluated using a suite of well-characterized international
eference materials (RMs). In some cases, the method resulted
n a complete digestion and quantitative data were obtained
or Rh, Pd, Ir, Pt and Au, although insufficiently low limits of
etermination precluded the determination of all five elements
n all materials. In other cases, an insoluble residue remained
nd recoveries of the PGEs and Au were dependent on the ele-
ent concerned and the mineralogy of each sample. A second
ethod employs 1 g samples and microwave digestion with aqua

egia–HF, in higher-pressure Ultem-jacketed Teflon PFA sealed-
essels. Samples are subsequently evaporated to near dryness,
igested in 0.5 M HCl, filtered, and the insoluble residues are
used with small quantities of 1:1 Na2O2 + Na2CO3 or Na2O2,
efore being dissolved in 0.5 M HCl. The combined solutions
re analysed by ICP-MS. Data obtained for a wide range of
Ms showed good agreement with reference values. Both meth-
ds provide viable means of quantifying Ru, Rh, Pd, It, Pt
nd Au in mineralised samples, but both are limited by mod-
st lower limits of determination in samples of 0.2–1 �g g−1.
nly the combined microwave digestion–minifusion technique
ields fully quantitative data for samples containing refractory
inerals. Other method for determination of Rh, Ru, Pd, Ir

nd Pt in geological samples, using microwave-assisted acid
igestion and alkali fusion, separation of the PGEs by cation-
xchange chromatography, and analysis by ICP-MS is described
43]. Experiments using synthetic multi-element solutions have
een used to establish: conditions for cleaning and conditioning
G 5OW-X8 cation-exchange resin; solution requirements for

oading samples onto the resin; optimum column size and elu-
ion parameters. Recovery studies show no significant retention
f Ru, Rh, Pd, Ir and Pt on the resin, at levels ranging from
.1 to 500 �g. The optimised cation-exchange procedure has
een evaluated using 1 g sub-samples of eight reference materi-
ls (DZE-1; DZE-2; MA-2a; PTA-1; PTC-1; PTM-1; SARM7;
U-1a), digested using microwave heating in sealed-vessels with
qua regia–HF, followed by alkali fusion of insoluble residues,
vaporation of solutions to near dryness, and dissolution in 0.5 M
Cl. Matrix elements were removed from sample solutions by

ation-exchange chromatography on AG 5OW-X8, prior to anal-
sis by ICP-MS. Lower limits of quantitative analysis for 1 g

ub-samples range from 1.3 ng g−1 for Rh to 11 ng g−1 for Pd,
wo orders of magnitude better than those achieved for unsepa-
ated samples. Good agreement with reference values has been
btained for Ru, Rh, Pd and Ir in most RMs. Preliminary work
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ndicates that, with minor modification, the method may be
pplied successfully to larger (5 g) sample sizes, and offers an
lternative to fire assay for the determination of Ru, Rh, Pd and
r.

Laser ablation (LA) is another means of sample introduction
hat does not require the extensive use of chemicals for sample
reparation. Traditional methods for separating the PGEs and
old from ores and rocks have been adapted for use with laser
blation-inductively coupled plasma mass spectrometry (LA-
CP-MS) [44]. Samples were prepared using NiS fire assay tech-
iques resulting in the production of a collector button weighing
nly ∼1 g. The button was ground to produce a flat surface
nd directly ablated using a Nd:YAG laser operating at funda-
ental wavelength. Quantitative data were obtained by external

alibration against both natural geological reference materials
SARM-7, MINTEK 2/77 and CHR-Pt+) and synthetic NiS stan-
ard buttons produced by doping high-purity quartz sand with
ulti-element stock solutions. Analysis times are rapid, 30 s per

nalysis, and the sampling protocols developed offer the possi-
ility of full automation. Precision of the measurements varied
ccording to concentration and the elements concerned, but were
ypically 10–15% relative standard deviation or better. Accuracy
f the data was assessed by comparison of measured and refer-
nce values. Accuracy was partly dependent on element. Data
or Ru, Rh and Pd in 2/77 and Ru in CHR-Pt+ were in excel-
ent agreement with reference values, while recoveries for Rh
n CHR-Pt+ were a little high. Data for Os and Au could only
e evaluated in SARM-7 where agreement with reference val-
es was good. Platinum consistently showed poor recovery with
alues which were typically 30% low. Experimentally deter-
ined detection limits were similar for all elements, from 10 to

0 ng g−1. The method provides for the rapid, simultaneous and
ensitive determination of the PGEs and Au in rocks and ores.

Inductively coupled plasma mass-spectrometric procedures
ave been developed for the high-accuracy determination of
hree platinum group elements (Pt, Pd, and Rh) and Pb in two
sed automobile catalysts [45]. Isotope dilution quantification
as applied for the certification of Pb, Pt, and Pd. The mononu-

lidic Rh was quantified using an internal standard after careful
ssessment of potential systematic errors from incomplete dis-
olution and instrumental interferences.

Alternative methods of sample introduction have also been
sed for the ICP-MS analysis of the PGEs, these include slurry
ampling [40] and laser ablation [44]. There are few reports of
he use of electrothermal vaporization (ETV) as a method of
ample introduction for Rh. Recently, automobile exhaust gas
as been analysed for some PGEs (Rh, Pt, Pd, Ir) by collecting
articulate exhaust matter on graphite discs from which the sam-
le was then electrothermally vaporized [46]. The mechanisms
y which the PGEs are vaporized in the graphite furnace have
een investigated using ETV-ICP-MS [47]. The results suggest
hat five of these elements (Ru, Rh, Pd, Ir and Pt) are reduced to
heir metallic state in the graphite furnace and then vaporized by

irect sublimation of the metal. The addition of TeCl2 chemical
odifier was found to have minimal effect on the vaporiza-

ion mechanism and sensitivity for determination for five of the
GEs. Optimum conditions for the determination of the PGEs

a
a
s
[
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y ETV-ICP-MS are reported, along with their absolute limits
f detection; these range from 0.015 pg for Ir to 0.25 pg for Os.

A spark-based, solid-sampling cell is described for ICP-MS
48]. The cell is devised for the direct sampling of gold and silver
eads produced by the classical lead fire assay procedure. The
ampler produces a solid aerosol composed of submicron-sized
apor condensates and small (<2 �m) spherules. In contrast to
olution nebulisation, the mass spectrum for spark-ICP-MS is
elatively free of interfering metal oxide, polyatomic, and mul-
iply charged ions. The measurement precision is 3% R.S.D. for
t, Pd, and Rh preconcentrated into fire assay beads.

Determination of Pd, Rh and Pt in the catalysts by ID-ICP-MS
s possible only after extensive treatment with highly corrosive
cids in sealed quartz tubes at high temperatures. By contrast,
low discharge mass spectrometry (GD-MS) [49] permits the
irect determination of noble metals in the catalysts without
rior dissolution. Although the auto-catalyst powders are non-
onducting, they may be combined with a metallic binder and
nalysed. Aluminium powders was chosen as the binder mate-
ial for its superior gettering abilities, and because the Al mass
pectrum in the vicinity of the Pd, Rh and Pt peaks was clear of
nterferences. Results from the GD-MS analysis of noble metals
n NIST Standard Reference Material 2557 used auto-catalyst
monolith) are precise and accurate to <10% R.S.D. for Pd, Rh
nd Pt.

A simple and highly selective analytical procedure is pre-
ented for the concentration determination of Rh, Ru, Pd, Re,
s, Ir and Pt by isotope dilution, which is suitable for the inves-

igation of geological and environmental materials [50]. Sample
reparation consists of a sample digestion step in a high pressure
sher (HPA-S) with concentrated HNO3 and HCl and drying
own of the sample solution after the Os concentration was
etermined by sparging OsO4 into an ICP-MS. After drying
nd redissolution of the remaining solution the other PGEs are
eparated on-line from their matrix in a simple cation-exchange
olumn that is coupled to a quadruple ICP-MS. Through this
echnique it is possible to monitor in every sample the isotopes
f the analytes as well as of those elements that cause isobaric
nterferences or that potentially causes interferences through

olecular species. Concentrations of the two or more isotopic
lements can be calculated through isotope ratios, whereas Rh
s calculated by the peak area.

.2. Environmental materials

PGEs, especially Pt, Pd and Rh, have been used as com-
onents of automotive exhaust catalysts in order to reduce the
oncentrations of carbon monoxide, unburned hydrocarbons and
itrogen oxides in exhaust gases. As noted earlier, the catalysts
re sources of airborne particulate matter.

During the past decade, the traffic-related emission of Pt, Rh,
nd Pd has strongly increased resulting in growing concentra-
ions in specific environmental areas. To distinguish different

spects of time-dependent development, PGEs concentrations
nd element ratios in urban dust, road dusts, soil, and sewage
ludge samples collected over the past decade were determined
51]. The short-term variation of PGE concentrations and ele-
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ent ratios in road dust is due to wind and rain, whereas the
ong-term trend reflects the changing proportions of PGE used
or converter production. In soil, the total input of PGE has
een accumulated since the introduction of converter technol-
gy. Because of very low background values, this contamination
esults in rapidly increasing PGE concentrations, showing mul-
iplied values over a period of 2 years at a typical highway site.
he integration of these data permits an estimate of the total
ccumulation of PGE and means emission rates that are signif-
cantly higher than experimental results from stationary motor
xperiments. Runoff contributes to the composition of sewage
ut seems to be less important, compared to other sources, in
otal PGE input into urban sewage sludge. For the analyses of
he PGE content in the road dust, soil, and sewage sludge ashes,
he separation of the PGE from the sample matrixes was done by
iS fire assay, followed by a wet-chemical attack. As the sam-
les of airborne particulate matter were far too small for this high
olume sample treatment, an alternative wet-chemical digestion
as used where the separation of the PGE is achieved by tel-

urium coprecipitation. The final analysis was done by quadruple
CP-MS and special attention was given to possible mass inter-
erences. Mass interferences were controlled by measuring the
oncentrations of the possibly interfering elements (Cu, Zn, Rb,
r, Y, Mo, Hf, Pb). Because of the matrix separation, the residual
oncentrations of those elements were in the same range or even
ower than those of the PGE. Hence, possible interferences were
egligible and no mathematical correction was necessary.

The performance of a double-focusing inductively coupled
lasma mass spectrometer equipped with a micro-concentric
ebuliser was investigated for the direct simultaneous deter-
ination of Rh, Pd, and Pt in less than 1 ml of melted snow

nd ice samples originating from remote sites [52,53]. Ultra-
lean procedures were adopted in the laboratories and during the
re-treatment steps, to avoid possible contamination problems.
pectroscopic and non-spectroscopic interferences affecting the
etermination of Rh, Pd, and Pt were carefully considered.
etection limits of 0.02, 0.08, and 0.008 pg g−1 for Rh, Pd,

nd Pt, respectively, were obtained using the following iso-
opes: 103Rh, 106Pd, and 195Pt. Repeatability of measurements,
s R.S.D., was 27, 28, and 29%, for Rh, Pd, and Pt, respectively.
he new method was applied to the analysis of samples com-

ng from Greenland, Antarctica, and the Alps in order to assess
he past natural background concentrations and to determine
he present level of these polluting substances. The extremely
ow detection limits allowed the direct analysis of all samples
xcept for two Greenland ice core sections dating from 7260 and
760 years ago for which a preconcentration step was necessary.
oncentration ranges for all snow samples were (pg g−1) as fol-

ows: Rh (0.0005–0.39), Pd (0.01–16.9), and Pt (0.008–2.7). The
owest concentrations were measured in the enriched Greenland
ncient ice samples.

Quantification of three platinum group elements most
elevant to environmental monitoring, i.e., Pt, Rh and Pd, was

erformed in road dust, exploiting the high mass resolution
apabilities of ICP-SFMS [54]. Sample preparation involved
omplete microwave-assisted acid digestion of the silicate
atrix with HNO3–HCl–HF mixtures. An ultrasonic nebuliser,
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ncorporating a membrane desolvation unit was used as the intro-
uction system. For Pt the Hf oxide interference could be elimi-
ated effectively by membrane desolvation alone. For Rh and Pd,
nterferences, which could not be eliminated by mass resolution,
ere evaluated carefully by standard addition of the concomi-

ant ions. It could be shown that no mathematical correction
f the result was necessary for Rh, provided that membrane
esolvation was employed. Pd in turn could not be measured
nterference free with this instrumental set-up. This work was
ocused on the methodology of the direct ICP-SFMS determina-
ion of the three PGE most relevant to environmental monitoring,
.e., Pt, Pd and Rh, in road dust. In contrast to previously pub-
ished studies, high mass resolution capability and ultrasonic
ebulisation combined with membrane desolvation were
valuated as instrumental strategies in order to mitigate spectral
nterferences. Road dust taken from the ceiling of a tunnel is
uggested to be the ideal example for an environmental silica
ontaining matrix, as it provides the PGE in the chemical form
nd matrix in which they were emitted from the car catalysts.

Laser ablation-inductively coupled plasma mass spectrome-
ry (LA-ICP-MS) is a direct trace element measurement tech-
ique and can be used for the rapid characterization of metals in
olid environmental matrices. The capability of LA-ICP-MS for
he direct quantitative determination of PGEs in road sediments
as assessed [55]. Two Nd:YAG laser systems operating at 266

nd 1064 nm, respectively, were coupled to an ICP-MS. Uncon-
aminated road sediments were spiked with PGEs, both as solu-
ion and as solid certified reference material, and used to assess
he analytical performance of the technique and to calibrate the
nstrument. Interferences due to the formation of molecular ions
nd double charged ions were investigated. The LA-ICP-MS was
hen used to determine the concentration of PGEs in recent urban
oad sediment and the results were compared with high resolu-
ion ICP-MS measurements after microwave sample digestion
ith aqua regia. The LA-ICP-MS allows the quantitative anal-
sis of Pd, Pt, and Rh in road sediments at sub-microgram per
ram levels with a relative standard deviation of 10% and with
stimated detection limits in the lower nanogram per gram range.
ood agreement between LA-ICP-MS and HR-ICP-MS analy-

is could be obtained for Pt and Rh whereas the determination
f Pd remains subject to interferences.

In other study, a new on-line method developed for the deter-
ination of Pt, Rh, and Pd by ICP-QMS include separation

f elements which might lead to spectral interference in the
uadruple instrument [56]. The fused-silica capillaries gener-
lly used for transport of the sample to �-flow nebulisers have
een chemically modified with ion-exchanger compounds to
emove interfering elements such as Cu, Pb, or Hf. Characteriza-
ion of the modification procedures by atomic-force microscopy
howed that the quality of the quartz material and the kind of
odification had a decisive influence on the yield of surface
odification, and thus the exchange capacity of the capillaries.
Rauch et al. [57] show that scanning laser ablation-
nductively coupled plasma mass spectrometry can identify and
rack individual particles released from automobile catalysts
resent in environmental particulates and sediments. Particles
ith high PGE concentrations were found in the exhaust of gaso-
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ine and diesel vehicles equipped with catalytic converters. The
GE–Ce association in individual particles provides a definitive
ngerprinting for tracking catalyst particles in environmental
ompartments, while relative PGE signal intensity is an indi-
ation of the catalyst type. Scanning laser ablation-ICP-MS of
oad and aquatic sediments revealed a few PGE containing cat-
lyst particles and it was possible to identify catalyst types for
he origin of these particles.

Determinations of rhodium and other PGE and Au in sea-
ater and saline liquids are difficult because of their low con-

entrations and the presence of large concentrations of salts.
oncentrations of Au, Pt, Pd and Rh in Salton Sea geothermal
rines were measured as part of a study of the solubilities and
ransport of these elements [58]. Samples were evaporated and
he precious metals in the salts were concentrated by Pb–FA. Au
oncentrations ranged from 0.02 to 0.6 ng g−1. The largest Pd
alue was 0.02 ng g−1, while concentrations of Pt and Rh were
.5 ng g−1 or less.

Studies performed on platinum group elements in several
nvironmental matrices have already highlighted their diffusion
t a planetary level and their potential risk for human health.
n order to evaluate their distribution in the environment and to
nderstand their geochemical behaviour, it is important to study
hese elements also in non-conservative matrices, such as sea-
ater. PGEs are present in seawater at very low levels (usually

ess then 1 pg g−1); only very sensitive instrumentation like ICP-
FMS, permits the determination of these elements in diluted
eawater without any other manipulation of samples, reducing
he risk of contamination associated with preconcentration tech-
iques [59].

Rh, Pd and Pt concentrations in aerosol samples were mon-
tored for 1 year in a high trafficked sampling site in Mestre
Venice) [60]. Samples were taken with a collector onto a mixed
ellulose ester filter and analysed by ICP-SFMS. A desolvating
ystem was used for sample introduction and the contribution of
nterfering species was determined.

Using ICP-MS and ICP-OES platinum group elements (Pt,
d, Rh, Ru and Ir) and Ce, La, Nd, Pb and Zr have been
etermined in street dust, Taraxacum officinale (dandelion),
lantago lanceolata (plantain), Lolium multiflorum (annual

yegrass), Rhytidiadelphus squarrosus (moss) and Vascellum
ratense (mushrooms) collected along highways and streets in
ermany during 1999 [61]. Among the plants Taraxacum offici-
ale (dandelion) reflects most adequately the pollution with the
nvestigated elements matching the results from street dust. A
trong positive correlation between all elements determined in
he plants is established.

The interferences from Cd, Cu, Hf, Pb, Sr, Zn, Zr and Y
n the inductively coupled plasma quadruple mass spectrom-
try determination of Pt, Pd, Rh, Ru and Ir in geological and
nvironmental samples (sediment, dust and plant sample) are
valuated using model solutions, real samples and comparison
o ICP-OES results [62]. Pt, Rh, Ru and It can be determined

sually after introduction of corrections for the interference in
ll investigated materials though in sediments the direct deter-
ination of Pt might be a problem depending on the actual Hf

oncentrations.

r

t
b
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The results of the determination of physiological levels of pre-
ious metals in blood with a new type of magnetic sector field
igh resolution (HR)-ICP-MS instrument are presented [63].
R-ICP-MS operating in the low resolution mode is advan-

ageous for such ultra-trace analyses as it is about 100 times
ore sensitive than in the HR mode or conventional quadru-

le (Q)-ICP-MS. It is also shown that the determination of Rh
nd Pd in the ng 1−1 range is impaired by spectral interferences
riginating from Cd+, Pb2+, SrO+, RbO+, CuAr+ and ZnAr+.
sing standard instrumental operating conditions on a Q-ICP-
S instrument, Pb2+:Pb+ and SrO+:Sr+ ratios were found to be

bout 0.1%, which results in a severe impairment of the determi-
ation of physiological Rh and Pd concentrations in body fluids.
he resolution of the HR instrument used (m/Am = 7500) was
ot sufficient to separate Rh and Pd from all spectral overlaps.
hese remaining spectral interferences can only be overcome by
n appropriate sample preparation step.

A method is described which is based on the use of a magnetic
ector field ICP-MS for the determination of Pd, Pt and Rh at
g l−1 levels in urine preliminarily digested by UV irradiation
64]. Several sample pre-treatment approaches were tested. The
dverse effect of potentially interfering species on the mass-
pectrometric determination of these metals was also taken into
ccount. In particular, the role of other concomitants, such as
d, Cu, Mo, Pb, Rb, Sr and Zn, was investigated in detail. A
ilot investigation was performed to assess the exposure to these
etals of 310 schoolchildren aged between 6 and 10 years from

he urban and suburban area of Rome [65]. All determinations
ere performed by high-resolution magnetic sector inductively

oupled plasma mass spectrometry after UV irradiation of the
amples.

ICP-time of flight (TOF)-MS with ultrasonic nebulisation
USN) was combined on-line with a flow injection (FI) system
or the determination of Pt, Rh and Pd in biological fluids (urine
nd blood serum) and road dust [66]. Simultaneous and selec-
ive preconcentration of the analytes was performed by sorption
f their complexes formed on-line with diethylthiourea (DET)
n the inner walls of a PTFE knotted reactor (KR), in a wide
ange of sample acidity (0.1–0.5 M HNO3 for Pd and Rh and
.05–0.2 M HNO3 for Pt). A quantitative elution was achieved
sing 500 ml methanol acidified with 1% HNO3. Using a pre-
oncentration time of 120 s and a sample flow rate of 5 ml min−1,
nrichment factors of 55, 5 and 2 for Pd, Pt and Rh, respectively,
ere obtained in comparison with direct determination by ICP-
S without preconcentration. Special attention was paid to the

tudy of the adverse effects of potentially interfering species
resent in the matrix (Cd, Cu, Pb, Sr, Fe, Y, Zn, Ni, Rb, Mn
nd Mo) on the preconcentration and the mass-spectrometric
etermination of the analytes. The accuracy of the method was
emonstrated by the analysis of urine, blood serum and road dust
ertified reference materials. The method was applied to urine
nd serum samples of healthy subjects. The concentrations of
t, Rh and Pd determined in these samples were comparable to

eported values.

Specimens of samples from raptors are useful for the inves-
igation of the impact of PGEs because these birds are found in
oth urban and rural environments and are invariably at the top
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Table 3
Determination of rhodium and other elements by ICP-MS

Elements Sample matrix Methods Ref.

Pt, Ru, Os, Ir Slurry made out of standard solutions,
automobile catalyst

NiS fire assay; varying flux constituents; phase distribution study by electron
microprobe

[72]

PGE, Au Ore grade sample (SARM-7), komatiite (BF-4) Effect of collector (NiS) mass and concentration of Ni, S, Cu and Zn in the
sample on the recovery of precious metals

[73]

PGE, Au Komatiite (WITS-1), SARM-7, sulphide
concentrate (PTC-1)

NiS fire assay; low grade standard preparation using different techniques [74]

PGE Many CRMs comprising ultra basic rock,
chromitite, Cu–Ni ore, etc.

NiS button dissolved in HCl/Te-coppt [75,76]

Pt, Pd, Ru, Ir, Au SARM-7, sulphide (SU-1a), NBM-6b Aqua regia-microwave digestion [77]
Pt, Pd, Ru, Ir, Au Synthetic multi-element solutions, SARM-7,

PTM-1, PTC-1
Different acid mixtures comprising HF, HNO3, HCl, HClO4 followed by Dowex
1-X8 based anion exchange separation

[78]

Pt, Pd, Ir, Au Geological and related materials High pressure microwave digestion with HF and aqua regia; insoluble fused with
Na2O2; ion exchange separation of combined solutions

[79]

Pt, Pd, Ru, Ir, Au Canadian certified reference materials Peroxide fusion in zirconium crucibles and Se/Te as carriers [80]
PGE, Au Geological reference materials UV laser ablation of the NiS button. Calibration using buttons prepared using

doped quartz
[81]

Pt, V Automotive catalytic converters Spark ablation; milled sample mixed with graphite powder in pellet form is
ablated at 30 A peak current with pre-burn time of 1 min, NIST SRM 2556
recycled pellet used as standard. DL was 1 �g g−1 for Rh

[82]

Pt, Pd, Ti Automotive catalytic converters 0.05–0.25 g of sample suspended in 1 ml of water treated with 4 ml of HNO3 and
5 ml of HCl/HF (7:3); microwave digestion, followed by boric acid digestion

[83]

Pt, Pd, Ru, Ir, Au Two Russian candidate reference materials NiS fire assay preconcentration [84]
PGE, Au Geological reference materials UV laser system coupled to high-resolution ICP-MS in NiS buttons prepared by

the fire assay technique; Nd:YAG laser at 266 nm
[85]

Ir Photographic emulsions Samples where therefore first dissolved in concentrated ammonia solution and
Rh was then directly measured by ICP-MS after dilution of the solution using an
internal In standard for calibration; this procedure has the advantage of a simple
sample preparation technique but introduces high amounts of Ag into the mass
spectrometer and dilution of the sample restricts the DL; because of the similar
chemical and physical behaviour of Ru and Rh, Ru was used as an internal
standard during matrix separation and subsequent ICP-MS measurements of
rhodium

[86]

Pt, Pd Catalyst and car exhaust fumes A new sampling procedure was developed in which whole raw exhaust fumes
were taken for analysis and it was possible to distinguish between soluble and
particulate PGE. Interference control and analytical methodology for ICP-MS
determination were also studied

[87]

PGE, Au Geological samples Sample was decomposed with Na2O2 in corundum crucible; after dissolving the
fused disk with aqua regia and evaporating the solution to dryness for removing
the SiO2, PGE were concentrated by Te coprecipitation

[88,89]

PGE, Au Geological reference materials NAA and UV laser ablation ICP-MS in NiS fire assay buttons: a comparison [90]
Pt, Au Iron-age pottery By fire assay [91]
Pt, Pd, Ru, Ir, Au Geological samples Double-focusing high resolution ICP-MS; sample fused by Na2O2; enrichment

by coprecipitation with Te
[92]

PGE, Au Geochemical exploration By NiS fire assay combined with isotope dilution of Os [93]
PGE, Au Geological materials NiS fire assay and Te coprecipitation; the NiS dissolution step revisited [94]
Pt, Pd Airborne particulate matter; road dust ICP-MS combined with ultrasonic nebulisation [95]
Pt, Pd Airborne particulate matter By quadruple inductively coupled plasma mass spectrometry after mathematical

correction of interferences
[96]

Pt, Pd Road; urban river sediments Ultrasonic nebulisation and high resolution ICP-MS; potential interferences were
studied in low and high resolution modes

[97]

Pt Airborne particulate matter; road dust Study of distribution [98]
Pt, Pd Greenland snow Inductively coupled plasma sector field mass spectrometry technique [99]
Pt, Pd Airborne; road dust Te-coprecipitation after digestion with aqua regia–HF in a microwave oven [100]
Pt, Pd Size-classified urban aerosol ICP-SFMS; microwave-assisted acid digestion [101]
Pt, Pd, Au Environmentally relevant samples Measurement uncertainties resulting from sample preparation by either aqua

regia leaching or NiS dokimasy
[102]

Pt, Pd Auto-catalysts Using a multi-collector ICP-MS; microwave digestion; comparison with
conventional quadruple instrument

[103]

Pt, Pd Geological samples Comparison of silver and gold inquarting in the fire assay [104]
Pt Dust and plant samples Microwave-assisted sample digestion; spectral interferences corrected using

mathematical correction equations based on signal ratio measurement
[105]

Pt, Pd Dust samples Comparison of microwave-assisted digestion methods; selection of internal
standards

[106]
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Table 4
Rhodium and other PGEs (platinum and palladium) in the environment: emission by automobile catalysts

Sample matrix Remarks Ref.

Soil Varying parameters, such as pH, Cl− or S concentration, the solubility
was measured; comparison with different environmental materials;
analytical techniques were GFAAS, XRF, ICP-MS, AV, XPS and SIMS

[107]

Soil Typical distribution in roadside soil is compared to the distribution of Pb
and Zn; effect of a barrier on airborne transport of aerosols is demonstrated
as well as the influence of prevailing wind direction

[108]

Soil from the area Hanau (Germany) The results confirm the existence of two different sources for
anthropogenic PGE: automotive catalysts and PGE-processing plants

[109]

Two major U.K. roads Temporal and spatial studies [110]
Soils from Mexico city Traffic-related PGE: concentrations in soils exposed to high traffic

densities exceed the natural background values
[111]

Roadside soils from Sao Paulo, Brazil Sampling made at four sites with varying traffic volumes and driving styles [112]
Road dusts, roadside soils, Perth, Western Australia Temporal variability of levels on a seasonal basis over a 12-month period [113]
Infiltration basin and wetland sediments receiving urban runoff Occurrence and spatial distribution [114]
Airborne dust in the Frankfurt am Main area Collected at three sites with different traffic densities [115]
Road dust, tunnel dust, common grass, pine needles in Bialystok area,

Poland
High resolution and quadruple ICP-MS: a pilot study [116]

Whole raw exhaust fumes A comparison of PGE emission between gasoline and diesel engine
catalytic converters

[117]

Airborne particles and road dust sediments and bioaccumulation
studies in aquatic organisms, plants and urine

The work is planned to ascertain the health and ecosystem risks of PGEs
emitted through a series of interrelated objectives that address the pathway
of these elements from the catalyst to the different environmental
compartments

[118]

Soils and different types of plants The transfer coefficient decreases from Pd > Pt greater than or equal to Rh [119]
From urban particulates and sediments by the freshwater isopod

Asellus aquaticus
In natural ecosystems and under laboratory conditions [120]
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f the food chain [67,68]. Pt, Pd and Rh concentrations were
etermined by quadruple ICP-MS in eggs of the sparrow hawk
Accipiter nisus) and the peregrine falcon (Falco peregrinus),
nd in blood, liver and kidney of the peregrine falcon.

The applicability of size-exclusion chromatography (SEC)
oupled on-line with a high resolution ICP-MS (HR-ICP-MS)
o investigate the speciation of the platinum group elements,
h, Pd and Pt, was evaluated [69]. Experiments were carried
ut to determine the efficiency of different hydrophilic and
ydrophobic size-exclusion gel materials to select the optimal
luent in respect of resolution, recovery, reproducibility and
imit of detection. The suitability of HR-ICP-MS as a reliable
etection instrument at low pg ml−1 levels was investigated by
xamining possible mass interferences with Rh, Pd and Pt. Lab-
ratory experiments demonstrated the interaction and capability
f forming complexes of humic substances with PGE, demon-
trating the potential role of these ubiquitous natural substances
n the mobilisation of PGE in the environment.

The use of internal standards combined with standard addi-
ions calibration for ICP-MS is discussed by Salin et al. [70].
ttrium, rhodium, magnesium, cobalt, copper, nickel, silver,

hallium, molybdenum and lead were analysed in solutions of
nown composition with a 500 mg ml−1 Na matrix. Addition-
lly, the Mg, Co, Y, Rh and Pb signals were used as internal

tandards for the other elements in the same matrix. Severe drift
ffects were simulated by drastically altering the liquid sam-
le uptake rate. The signals were used to compare the results
btained using four different calibration methods: external stan-

i
A
t
d

and laser ablation ICP-MS [121]
and bioaccumulation [122]

ards, standard additions, internal standards and standard addi-
ions in combination with an internal standard. The average
rrors for external standards varied from 23 to 41% while the
verage errors for internal standards ranged from 1 to 71%.
he error for standard additions was 45%. The use of stan-
ard additions with an internal standard produced an average
rror of 0.7–5%, suggesting that this is a powerful calibration
echnique.

The quantitative determination of platinum group metals
rom ore samples and industrial materials using inductively
oupled plasma mass spectrometry (ICP-MS), inductively cou-
led plasma atomic emission spectrometry (ICP-OES), atomic
bsorption spectrometry (AAS) and X-ray fluorescence (XRF)
echniques was conducted, and the performance of these tech-
iques was compared [71]. The ICP-OES technique exhibited
etter accuracy than AAS but showed limitations in its appli-
ation due to strong spectral interference in the presence of
ommon matrix elements such as iron. The ICP-MS showed
he lowest detection limit and less spectral interference than the
revious two techniques. The XRF technique was also applied
o examine the total amount of PGM from industrial materials.

Table 3 describes the details of other selected studies of
hodium and other metal ions.Also, the studies made to know the
istribution of rhodium and other PGEs in the environment and

ts relation with the use of the auto-catalysts are very important.

summary of the carried out most significant investigations on
his question, and that uses the technique of ICP-MS for the
etermination of these metals, takes shelter in Table 4.
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. Conclusions

Rhodium and other PGEs (principally, platinum and palla-
ium), mainly released by vehicle exhaust catalysts, have been
ignificantly accumulated in environmental matrices over the
ast decades. Automobile catalyst emitted particles deposit on
he roadside and can be transported to waterbodies through
tormwater runoff.

Demands for trace level determination of PGEs for the pur-
ose of exploration, biological evaluation and monitoring of
nvironmental impact will stimulate the development of newer
nd more advanced analytical techniques. Extremely sensitive
nd selective methods are required for these determinations,
articularly in complex environmental and geological matrices.
any research reports on determinations of rhodium (also Pt,

d) have appeared recently.
ICP-OES has gained worldwide acceptance as a versatile

nalytical technique for many types of samples. The technique
s characterized by low background emission hence superior
etection limits, high temperature leading to few chemical inter-
erences and wide linear response range. When all the PGEs
re to be estimated NiS–FA and tellurium coprecipitation are
mployed. However, the limited use of ICP-OES in rhodium and
ther precious metal analysis, as evinced by the fewer publica-
ions, is mainly due to the large sample to volume ratio required.

The sensitivity and multi-element capability of ICP-MS has
esulted in its adoption as an important instrumental technique.

limitation is the requirement of preparing sample solutions
hich are relatively free of elements whose polyatomic ions
ive rise to severe spectral interferences and which contain low
oncentrations of total dissolved solids.

SF-ICP-MS can alleviate some spectral interferences and
educe the necessity for prior chemical separations of analytes
rom complex matrices. Also, LA is an alternative means of
ample introduction that does not involve preparations of sam-
le solutions.

Many applications of ICP-MS to the determination of
hodium and other precious metals have been reported during
he past 10 years. Lowering of cost and increased availability
f instruments and never features such high resolution ICP-MS,
ime of flight mass spectrometry, laser ablation, etc., ensures
CP-MS of the leading role in the years ahead for PGEs analy-
is, including rhodium.
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bstract

A new approach for in situ electrodeposition of a renewable copper layer onto a copper electrode is reported. The active surface was obtained
y anodic dissolution of a copper electrode at an appropriate potential and further redeposition of copper ions still remaining at the diffusion layer.
nder optimal experimental conditions the peak current response increases linearly with nitrate concentration over a range of 0.1–2.5 mmol L−1.
he repeatability of measurements for nitrate was evaluated as 1.8% (N = 15) and the limit of detection of the method was found to be 11 �mol L−1
S/N = 3). Nitrate contents in two different samples (mineral water and sausages) compared well with those obtained from using the standard Griess
rotocol at a 95% of confidence level measured by the t-student test. The interference from chloride on the nitrate analysis and the possibility of
imultaneous determination of nitrite were also examined.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Nitrates have a large distribution on the nature. In food,
itrates are used for conservation of meat and in the agricul-
ure its use as a fertilizer is widespread. However, there are
oncerns on contamination of water supplies [1] and a corre-
ation between cancer in stomach and nitrate levels in potable
ater in UK has been suggested [2]. Similar studies were carried
ut in Italy [3] and authors have also found a strong correla-
ion between high cancer levels and nitrate concentration above
.5 mg L−1. Toxicological problems associated with nitrates and
itrites are related to the formation of endogenously N-nitrous
ompounds (nitrosamines and nitrosamides), the carcinogenic
ctivity of these species being well-known [3]. Hence, measure-
ents of nitrate levels in potable water and other products that

ave a high consumption by humans, like conserving food, are

ncreasingly relevant.

A review in literature [4] shows a large number of methods
or the quantification of nitrate and most of them are based on

∗ Corresponding author. Tel.: +55 11 3091 3837; fax: +55 11 3815 5579.
E-mail address: mbertott@iq.usp.br (M. Bertotti).
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echniques such as spectrophotometry, electrochemistry or chro-
atography (liquid chromatography or capillary electrophore-

is). It should be pointed out, additionally, that the majority of
he procedures depend on a previous step involving the stoi-
hiometric conversion of nitrate to nitrite by using convenient
hemical reductors such as Cu/Cd.

The large number of studies in the electroanalytical field on
he determination of nitrate can be classified in two main groups,
oltammetric/amperometric or potentiometric methods. The lat-
er one involves the use of ion-selective electrodes, which are
ased on the selective passage of the analyte from the solution
o another phase, the potential gradient being proportional to the
oncentration. Accordingly, the use of ion-selective electrodes
s widespread for the analysis of nitrate [5–10] and several other
nions [11–15]. On the other hand, voltammetric/amperometric
echniques depend on the electrochemical reduction of nitrate
t electrodic surfaces and different materials have been used
uch as copper [16–23], cadmium [17,24,25], lead [26,27], sil-
er [22,28] and boron-doped diamond [29–31]. However, the

se of bare unmodified electrodes for the direct determination of
itrate is difficult owing to the slow kinetics of the charge trans-
er [32], methods based on the direct reduction of nitrate being
haracterised by low sensitivity and irreproducibility and asso-



Talan

c
t
t
e
A
D
i
s
d
s
b
t
a
p
a
a
t
e
m

t
o
t
p
t
f
i
f
e
s
p

2

2

w
i
p
N
G
v
p
w
(
d
t
I
u
o
m
o
l
s
e
m

r
F
t
s

a
r
T
a
a
[
a
o
o
b
p
−
e

2

d
(
E
a
u

s
o
s
i
f
p
o

2

t
o
f
p

2

c
n
f
G
t
w

T.R.L.C. Paixão et al. /

iated with surface passivation effects. Nevertheless, procedures
o increase the sensitivity in direct electroanalytical determina-
ions of nitrate are generally associated with activation of the
lectrodic surface, especially when copper cathodes are used.
ccordingly, two different approaches are currently used: (1)
eposition of a fresh electrodic layer prior to each analysis by

ntroduction of a copper salt into the sample medium. The mea-
urement is performed by sweeping the potential to the negative
irection after copper is electrolytically plated onto the electrode
urface [33]. (2) Ex situ conditioning of the electrode surface
y using a plating solution of defined composition and further
ransfer of the sensor to the sample solution [34]. This second
pproach avoids sample contamination, whereas the catalytic
roperty of the freshly deposited layer is lost after a few analysis
nd the surface needs to be regenerated regularly [34]. Recently,
procedure for the electrode cleaning and activation by applica-

ion of a 20 kHz ultrasound has been proposed, the use of copper
lectrodes for nitrate measurements being extended to complex
atrices [35].
The aim of the present work is to show a new approach for

he electroanalytical determination of nitrate at copper cath-
des. The novelty of the proposed methodology is related to
he continuous renovation of the electrodic surface by using a
re-treatment potential program that allows each determination
o be performed at a new fresh and reproducible copper sur-
ace. This is accomplished by electrochemical dissolution and
mmediate cathodic reduction of copper ions present at the dif-
usion layer. The analytical applicability of the approach was
xamined by measuring the nitrate content in mineral water and
ausage samples and the results show that this approach is very
romising.

. Experimental section

.1. Chemicals and electrodes

All solid reagents were of analytical grade and were used
ithout further purification. Solutions were prepared by dissolv-

ng the reagents in deionised water processed through a water
urification system (Nanopure Infinity, Barnstead). H2SO4,
a2SO4 and KNO3 were obtained from Merck (Darmstadt,
ermany). The supporting electrolyte for the differential pulse
oltammetric experiments was a 0.1 mol L−1 Na2SO4 solution,
H 2.0 (adjusted with H2SO4). Solutions were deoxygenated
ith argon for 5 min prior each experiment. The copper wire

purity 99.7% by atomic absorption spectrometry analysis) had a
iameter of 3 mm and was embedded in a Teflon rod to fabricate
he working electrode. Copper commercial wires (São Marco
ndústria e Comércio LTDA) with nominal radius of 60 �m were
sed to fabricate copper disc microelectrodes. The performance
f the set of microelectrodes was evaluated by recording voltam-
etric curves in a standardized solution of [Ru(NH3)6]Cl3

btained from Alfa Aesar (Ward Hill, Massachusetts). Then,

imiting currents measured in voltammograms recorded at slow
can rates were compared with those calculated by using the
quation that relates the steady-state current with the experi-
ental parameters (IL = 4nFDCr, where IL, n, F, D, C and r are,

c
d
5
o

ta 71 (2007) 186–191 187

espectively, the steady-state current (A), number of electrons,
araday constant (C mol−1), diffusion coefficient of the elec-

roactive species (cm2 s−1), concentration of the electroactive
pecies (mol cm−3) and radius of the electrode (cm)) [36].

All electrodic surfaces were polished with emery paper and
lumina (1 �m). Cleaning of the electrodes was accomplished
insing thoroughly the surface with a direct stream of water.
hen, the electrodes were rinsed with a (1:1) mixture of water
nd concentrated HNO3 to remove any oxide layer and rinsed
gain with copious amounts of deionised water. This procedure
37] was adopted every day to remove any oxide occasion-
lly formed due to exposition of the electrode to atmospheric
xygen. A potential pulse sequence step was employed to
btain a renewable copper surface and to assure the repeata-
ility of measurements. Accordingly, the copper electrode was
olarized at 0.50 V for 10 s (copper dissolution) and then at
0.25 V for 15 s (copper redeposition) before each voltammetric

xperiment.

.2. Instrumentation

An Autolab PGSTAT 30 (Eco Chemie) bipotentiostat with
ata acquisition software made available by the manufacturer
GPES 4.8 version) was used for electrochemical measurements.
xperiments were done in a conventional electrochemical cell,
Ag/AgCl (saturated KCl) electrode and a platinum wire being
sed as reference and counter electrodes, respectively.

Micrographs for morphological examination of the copper
urfaces were obtained with a Cambridge microscope (Stere-
scan 440). Experiments were carried out by using 1 cm2 copper
heets (Pertech® of Brazil) fabricated by copper electroplating
n a substrate composed of paper and phenolic resin. Copper sur-
aces were conveniently pre-treated and stored in plastic bottles
urged with argon to prevent the oxidation of copper from air
xygen prior to microscopic analysis.

.3. Sample preparation

The extraction of nitrate from sausages (weight of sample
aken = 83.4 g) was accomplished by leaving a certain amount
f crushed samples in deionised water at 70 ◦C under stirring
or 10 min and further filtering of the remaining liquid [38]. No
reparation was required for mineral water samples.

.4. Spectrophotometric analysis

Results on the nitrate content in the analysed samples were
ompared with those obtained from quantitative reduction of
itrate to nitrite using a copperized cadmium reactor column and
urther determination of nitrite by the Griess protocol [34,39].
riess reagent was prepared by mixing equal volumes of solu-

ions of �-napthylamine (0.1 g dissolved in 100 mL of deionised
ater) and sulphanilamide (1 g of the reactant, 5.9 mL of con-
entrated phosphoric acid solution and dilution to 100 mL with
eionised water). Absorbance measurements were performed at
34 nm in a CIBA-Corning 2800 Spectroscan using a 1.00 cm
ptical pathlength quartz cuvette.
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Fig. 1. Differential pulse voltammograms recorded in a 0.1 mol L−1
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. Results and discussion

Even though a definitive explanation is not found in literature,
sensitivity enhancement in electroanalytical determinations of
itrate has been achieved by carrying out measurements with
arge and activated surface area copper cathodes [33–35]. These
ecent findings reinforce the proposed mechanism related to
dsorption of both nitrate and hydrogen atoms produced by
athodic reduction of protons [40]. According to this mecha-
ism, the transfer of an O-atom from nitrate to adsorbed hydro-
en leads to the formation of water and nitrite. This latter species
s then further reduced to other nitrogen compounds, the nature
f them depending on the experimental conditions. Hence, elec-
rodic materials with high area surfaces and that facilitate the
roton discharge and adsorption of hydrogen are candidates to
e used as sensitive and reproducible sensors for nitrate deter-
ination. Indeed, a large decrease in activation energy for the

itrate electroreduction has been observed at rhodium surfaces
ctivated by potential cycles in KCl alkaline electrolyte [41],
orphological changes in the electrode surface being charac-

erised by the existence of porous structures.
Our previous experience with copper electrodes for amper-

metric monitoring of the concentration of some organic
olecules in various matrices [42–45] directed our efforts to

nvestigate alternatives to activate the electrode surface. This was
ccomplished by using a procedure involving the anodic disso-
ution of copper followed by a subsequent cathodic reduction of
opper ions present at the diffusion layer (i.e. still in the vicinity
f the electrode surface). As mass transport to and from micro-
lectrodes occurs at very high rates owing to radial diffusion,
omparative experiments were performed with a conventional
ized copper electrode (r = 1.5 mm) and a copper microelectrode
r = 60 �m). By analysing voltammograms shown in Fig. 1 it is
ossible to evaluate the effectiveness of the proposed method
owards the cathodic reduction of nitrate. At no pre-treated sur-
aces no clear response related to a faradaic process involving the
eduction of nitrate is seen for both copper electrodes (dashed
ines in Fig. 1). On the other hand, a sharp peak is observed

hen the voltammogram was recorded after the proposed elec-

rodic pre-treatment (solid line, Fig. 1(B)). The small cathodic
eak appearing at around −0.2 V when a copper microelectrode
s used (solid line, Fig. 1(A)) is an indication that copper ions

b

p
l

Fig. 2. SEM micrograph of two different layers of copper: b
2 4 3

A) and a copper electrode (d = 3 mm) (B). Curves (- - -) and (—) represent exper-
ments carried out with bare and modified copper electrodes, respectively. Scan
ate: 0.1 V s−1 and potential amplitude: 0.05 V.

ere not redeposited at the electrodic surface after the anodic
issolution, hence a fresh copper layer is not available to facili-
ate the nitrate reduction process.

At sufficient acidic conditions nitrate is believed to be reduced
o ammonium ions according to the following equation:

O3
− + 10H+ + 8e− � 3H2O + NH4

+ (1)

s shows Eq. (1), an acidic medium is required for the cathodic
rocess. However, at very low pH values the onset of hydrogen
volution may interfere with the nitrate electroreduction as both
rocesses occur at similar potentials. Carpenter and Pletcher
21] investigated the reduction of nitrate at copper cathodes in
ulphuric medium by voltammetry with a rotating disc electrode
nd these authors indicated that the analytical applicability of
opper electrodes for nitrate monitoring is possible at a very
arrow pH range. At these optimal pH conditions, the electrodic
rocess is controlled by nitrate diffusion rather than by transport
f protons and there is still a good potential separation between

oth reduction processes (nitrate and H+).

The morphology of the freshly copper layer prepared by the
roposed procedure was examined by SEM and a porous mesh-
ike structure was observed, as shows Fig. 2(B). The different

are copper electrode (A) and freshly copper layer (B).
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spect of this surface when compared with the polished cop-
er substrate, Fig. 2(A), is clearly demonstrated and confirms
he effectiveness of the copper dissolution/redeposition steps to
romote the modification of the copper surface and to produce a
reshly copper layer with an active role concerning the cathodic
eduction process of nitrate [21,34].

The optimization of the parameters involving the pre-
reatment potential program (dissolution and deposition pro-
esses) was further investigated as an attempt of enhancing the
ensitivity of nitrate determinations. Fig. 3, curve (A), shows
hat no faradaic signal is obtained when copper dissolution is
ot promoted (i.e. bare copper electrode), a different situation
eing observed as the amount of copper ions generated during
he anodic process increases. As expected, the nitrate reduction
ccurs at a higher extent as the deposition time following the
nodic dissolution increases (Fig. 3, curve (B)). Optimal con-
itions were achieved by using 10 and 15 s, respectively, for
he dissolution and redeposition steps, and this procedure was
mployed for the preparation of the copper electrode for analyt-
cal determinations.

The influence of the acidity of the supporting electrolyte
n the current response was investigated to evaluate the best
erformance of the sensor. Taking into account the previ-
us comments on the compromise between hydrogen evolu-
ion and the high proton consumption to nitrate electroreduc-
ion, experiments were performed at pH 2.0. Fig. 4 shows

calibration plot for consecutive additions of aliquots of
NO3

− solution in supporting electrolyte (Na2SO4 solu-
ion, pH 2.0). The plot of peak current values measured
n the voltammograms as a function of nitrate concentra-
ion in the range of 0.1–2.5 mmol L−1 yielded straight lines
−Ip (�A) = −1.9 + 143.5 [NO3

− (mmol L−1)], R2 = 0.99994).

he detection and quantification limits were estimated to be
1.6 (S/N = 3) and 38.7 (S/N = 10) �mol L−1.

A previous work [35] investigated the influence of ultrasound
n the structure of the copper deposit and the response to nitrate.

ig. 3. Dependence of cathodic peak current values measured in differential
ulse voltammograms recorded in a 0.1 mol L−1 Na2SO4 + 0.5 mmol L−1 NO3

−
olution (pH 2.0) using a copper electrode (d = 3 mm) on the dissolution (A) and
edeposition (B) time. The redeposition time was 15 s for experiments repre-
ented by curve (A) and the dissolution time was 10 s for experiments represented
y curve (B). Scan rate: 0.1 V s−1 and amplitude potential: 0.05 V.

c
(
c
p

F
g
2
p
b

olution (pH 2.0) before and after addition of nitrate to give final solution con-
entrations in the range 0.1–2.5 mmol L−1. Scan rate: 0.1 V s−1 and amplitude
otential: 0.05 V. The inset shows the calibration plot.

FM images and voltammograms obtained demonstrated a
ignificant loss of the deposited layer after the insonation period,
ndicating the mechanical fragility of the upper porous structure.
his observation associated with our interest to use the modified
opper electrode as a sensor for continuous monitoring of nitrate
oncentration directed our attention to evaluate the repeatability
f determinations. Fig. 5 shows results of measurements per-
ormed in a 0.5 mmol L−1 nitrate solution by using two different
rotocols. In the first one (curve (A)), the proposed electrode
re-treatment was employed before each measurement and
he continuous renovation of the electrode surface ensures a
eproducible response, attested by the very low standard devi-
tion (S.D. = 1.8%, N = 15). On the other hand, determinations
arried out with no periodic renewal of the electrodic surface

curve (B)) yielded a poor reproducibility, the continuous
urrent decrease being likely originated by a passivation
rocess.

ig. 5. Cathodic peak current values obtained from differential pulse voltammo-
rams recorded in a 0.1 mol L−1 Na2SO4 + 0.5 mmol L−1 NO3

− solution (pH
.0) using a copper electrode (d = 3 mm). Data shown in (A) were obtained by
re-treating the copper surface before each experiment and in (B) only in the
eginning of the set. Scan rate: 0.1 V s−1 and amplitude potential: 0.05 V.
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Fig. 6. Differential pulse voltammograms recorded in 0.1 mol L−1
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Table 1
Content of nitrate in real samples

Sample Proposed method Griess method
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A

a2SO4 + 0.5 mmol L NO3 solution (pH 2.0) before (A) and after
B) addition of NO2

− (0.5 mmol L−1). Scan rate: 0.1 V s−1 and amplitude
otential: 0.05 V.

The reduction of nitrite was also investigated at the modified
opper surface in order to evaluate the possibility of simultane-
us detection of nitrate and nitrite. Accordingly, Fig. 6 shows
oltammetric curves recorded with the pre-treated copper elec-
rode in solutions containing nitrate in the presence and absence
f nitrite. The peak appearing at around −0.2 V corresponds
o the cathodic reduction of nitrite and it does not interfere in
he nitrate peak at the established experimental conditions. The
ood resolution between both cathodic peaks makes it possible
urther studies involving speciation between nitrate and nitrite
t some particular samples where the concentration of both
ons is not very different (for instance, in saliva samples)
46].

Previous works in literature have commented on the influence
f chloride on both the copper deposition step and the nitrate
lectroreduction [18,21,34]. The stabilization of Cu(I) species
y chloride shifts the potential of the copper deposition towards
ore negative potentials and the electrode process occurs in

wo steps. On the other hand, the change in the electrochemistry
f nitrate at copper surfaces in solutions not containing copper
ons upon addition of halides can be explained by the compet-
tive and inhibiting effect of co-adsorption [47]. For instance,
letcher and Poorabedi [18] have demonstrated that the influence
f halides on the electroreduction of nitrate at copper cathodes
ncreases in the sequence iodide, bromide, chloride and fluo-
ide, a possible explanation involving adsorption of the anionic
pecies onto the electrodic surface [40]. In terms of sensitivity, it
as been shown that at relatively low concentrations of chloride
atleast 1.2 mmol L−1) the influence of the anion is not signifi-
ant [34]. Similar conclusions on the potential shift (measured as
00 mV to the negative direction by changing the chloride con-
entration from 0.1 to 1 mmol L−1) and the response for nitrate
ere observed in this work in experiments carried out with the

opper modified electrode in solutions containing different con-

entrations of chloride. Hence, the presence of chloride up to
0 mmol L−1 did not cause any change in the nitrate peak height
nd no subsequent investigations on this subject were done. As a
atter of fact, it should be pointed out that there was no need to

P
d
s

ineral water (mg L−1) 14.7 ± 0.3 14.3 ± 0.6
ausage (mg kg−1) 26.4 ± 0.5 25 ± 1

dd deliberately chloride to the working solutions as the amount
iffusing from the reference electrode was proved to be enough
o give a reproducible signal.

The dynamic concentration range was sufficiently wide to be
pplicable to the analysis of the majority of samples contain-
ng nitrate. In order to confirm the reliability of the proposed
oltammetric method, the nitrate content in two different sam-
les was also determined by using an official method. The results
re given in Table 1 and the standard addition method was used
n determinations performed with the proposed electroanalyti-
al procedure. The correlation between both methodologies was
ound to be 0.9998 and the good agreement at the 95% confi-
ence level measured by the t-student test is an indication that
he results are statistically comparable, confirming the absence
f interfering species in the analysed samples. By analysing the
otential peak in the voltammetric determinations it was noticed
hat both samples did not possess chloride at relatively high
evels. For instance, the chloride content in the mineral water
ample was 1.02 mg mL−1. On the other hand, for samples con-
aining significantly high chloride levels (i.e. sea water samples)
he potential shift may be sufficiently high and signals for nitrate
nd hydrogen reduction may overlap. The use of the proposed
lectrochemical sensor at these experimental conditions requires
previous removal of chloride, some possible alternatives being

eported in literature [48–51]. The influence of active-surface
ompounds in samples such as saliva may be alleviated by con-
enient dilution or by using ultrasound, as proposed by Comp-
on and co-workers [35] for nitrate measurements in complex

atrices.

. Conclusion

The reduction of nitrate at copper cathodes in acidic medium
s facilitated at surfaces activated by deposition of fresh layers
f metallic copper. Two typical procedures described in lit-
rature are based on in situ or ex situ deposition steps, both
f them having drawbacks as the need to add copper ions
o the solution and the loss of signal due to passivation of
he generated surface, respectively. Taking these aspects into
ccount, the proposed approach possesses two main advantages
s the electrode substrate is very cheap (copper) and a plat-
ng solution is not required for the deposition of the catalytic
ayer.
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V.L. da Silva, Talanta 63 (2004) 721.
[7] J. Gallardo, S. Alegret, M. Del Valle, Sens. Actuators B 101 (2004) 72.
[8] T.A. Bendikov, J. Kim, T.C. Harmon, Sens. Actuators B 106 (2005) 512.
[9] P.K.T. Lin, A.N. Araujo, M.C.B.S.M. Montenegro, R. Perez-Olmos, J.

Agric. Food Chem. 53 (2005) 211.
10] S.S.M. Hassan, S.A.M. Marzouk, H.E.M. Sayour, Talanta 59 (2003) 1237.
11] A.K. Jain, V.K. Gupta, J.R. Raisoni, Talanta 69 (2006) 1007.
12] V.K. Gupta, R. Ludwig, S. Agarwal, Anal. Chim. Acta 538 (2005) 213.
13] A.K. Jain, V.K. Gupta, L.P. Singh, P. Srivastava, J.R. Raisoni, Talanta 65

(2005) 716.
14] R. Prasad, V.K. Gupta, A. Kumar, Anal. Chim. Acta 508 (2004) 61.
15] V.K. Gupta, S. Agarwal, Talanta 65 (2005) 730.
16] A. Turrentine, Trans. Am. Electrochem. Soc. 10 (1896) 49.
17] S. Glasstone, A. Hickling, Electrolytic Oxidation and Reduction: Inorganic

and Organic, Chapman Hall, London, 1934.
18] D. Pletcher, Z. Poorabedi, Electrochim. Acta 24 (1979) 1253.
19] M. Shibata, K. Yoshida, N. Furuya, J. Electroanal. Chem. 387 (1995)

143.
20] M. Shibata, K. Yoshida, N. Furuya, J. Electrochem. Soc. 145 (1998) 2348.
21] N.G. Carpenter, D. Pletcher, Anal. Chim. Acta 317 (1995) 287.
22] S. Cattarin, J. Appl. Electrochem. 22 (1992) 1077.
23] A.G. Fogg, S.P. Scullion, T.E. Edmonds, B.J. Birch, Analyst 116 (1991)

573.
24] R.J. Davenport, D.C. Johnson, Anal. Chem. 45 (1973) 1979.
25] M.E. Bodini, D. Sawyer, Anal. Chem. 49 (1977) 485.

26] J.D. Genders, D. Hartsough, D.T. Hobbs, J. Appl. Electrochem. 26 (1996)

1.
27] H.L. Li, J.Q. Chambers, D.T. Hobbs, J. Appl. Electrochem. 18 (1988) 454.
28] M. Fedurco, P. Kedzierzawski, J. Augustynski, J. Electrochem. Soc. 146

(1999) 2569.

[
[

[

ta 71 (2007) 186–191 191

29] F. Bouamrane, A. Tadjeddine, J.E. Butler, R. Tenne, C. Levy-Clement, J.
Electroanal. Chem. 405 (1996) 95.

30] C. Reuben, E. Galun, H. Cohen, R. Tenne, R. Kalish, Y. Muraki, K.
Hashimoto, A. Fujishima, J.M. Butler, C. Levy-Clement, J. Electroanal.
Chem. 396 (1995) 233.

31] R. Tenne, K. Patel, K. Hashimoto, A. Fujishima, J. Electroanal. Chem. 347
(1993) 409.

32] Z. Zhao, X. Cai, J. Electroanal. Chem. 252 (1988) 361.
33] O.V. Kaminskaya, E.A. Zakharova, G.B. Slepchenko, J. Anal. Chem. 59

(2004) 1091.
34] J. Davis, M.J. Moorcroft, S.J. Wilkins, R.G. Compton, M.F. Cardosi, Ana-

lyst 125 (2000) 737.
35] J. Davis, M.J. Moorcroft, S.J. Wilkins, R.G. Compton, M.F. Cardosi, Elec-

troanalysis 12 (2000) 1363.
36] A.J. Bard, L.R. Faulkner, Electrochemistry Methods: Fundamentals and

Applications, 2nd ed., Wiley, New York, 2000, pp. 156–222.
37] A.M. Bond, Kh.Z. Brainina, M. Koppenol, Electroanalysis 6 (1994)

275.
38] AOAC, Official Methods of Analysis of the Association of Official Ana-

lytical Chemists, 16th ed., AOAC, Gaithersburg, 1997 (Method 984.18).
39] J.R.C. Rocha, L. Kosminsky, T.R.L.C. Paixão, M. Bertotti, Electroanalysis

13 (2001) 155.
40] B.K. Simpson, D.C. Johnson, Electroanalysis 16 (2004) 532.
41] P.M. Tucker, M.J. Waite, B.E. Hayden, J. Appl. Electrochem. 34 (2004)

781.
42] T.R.L.C. Paixão, D. Corbo, M. Bertotti, Anal. Chim. Acta 472 (2002) 123.
43] M.D.M. Quintino, D. Corbo, M. Bertotti, L. Angnes, Talanta 58 (2002)

943.
44] T.R.L.C. Paixão, R.C. Matos, M. Bertotti, Electroanalysis 15 (2003) 1884.
45] T.R.L.C. Paixão, M. Bertotti, J. Electroanal. Chem. 571 (2004) 101.
46] V. Mori, M. Bertotti, Anal. Lett. 32 (1999) 25.
47] G.E. Dima, A.C.A. de Vooys, M.T.M. Koper, J. Electroanal. Chem. 554

(2003) 15.
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bstract

A novel method was proposed to prepare a series of functionalized Ag2S nanoparticles capped with various aminopolycarboxylic acids. The as-
repared Ag2S nanoparticles were characterized by UV–vis, FTIR, resonance light scattering spectra (RLS) and transmission electron microscopy

TEM). Based on the RLS intensities enhanced by BSA-induced Ag2S nanoparticles aggregation, a sensitive RLS method for the detection BSA
t nanogram levels was established. The detection limits for BSA are between 8.6 and 112.6 ng mL−1, depending on the different capping agents.
he effects of various capping agents on the detection limits of BSA have been investigated. The detection limit is found to be dependent on the
tability constant (log KMY) of the silver–aminopolycarboxyl complexes.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The surface-modification of the nanoparticles has attracted
pecial attention because it provides a strategy for selective
ailoring the nanoparticles of different surface physical and
hemical properties. It allows the functionalized nanoparticles
xtensive applications in different fields, ranging from biosens-
ng to biolableing. Oligonucleotide-modified nanoparticles and
equence-specific particle assembly events, induced by target
NA, were used to generate materials with unusual optical
roperties [1,2]. By using various ligands, some functionalized
anoparticles can be attached to special biomolecules such as
ugars [3], peptides [4], proteins [5], and DNA [6].

Resonance light scattering technique (RLS), pioneered by
asternack et al., has been used to investigate porphyrin assem-
lies on DNA [7]. As a new spectral technique, the resonance

ight scattering measurements are very simple and sensitive by
sing a common spectrofluorometer. Yguerabide and Yguer-
bide demonstrated the light scattering power of a 60-nm gold

∗ Corresponding authors. Tel.: +86 25 8359 4976; fax: +86 25 8359 4976.
E-mail address: jjzhu@nju.edu.cn (J.-J. Zhu).
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article is equivalent to about 5 × 105 fluorescein molecules [8].
n the past decade, RLS spectroscopy, including total internal
eflected RLS [9], has been successfully applied to detect DNA
7,10,11], protein [12–15], drugs [16], and inorganic substances
17]. Recently, the research interests have been focused on the
nhancement of the light scattering signal based on biomolecule-
nduced nanoparticle aggregation. The nanoparticle-based RLS
robes have advantages over conventional dye-based probes
ecause they are chemically stable and do not suffer from photol-
sis. Bao et al. reported the application of 80-nm-diameter gold
LS particles coated with anti-biotin antibodies for detection
f DNA hybridization on cDNA microarrays [18]. By measur-
ng the ratio of scattered light intensities at 560 and 680 nm,
slan et al. developed a glucose sensing platform by using
odified gold colloids [19]. Polyhydroxylated fullerene (C60)

erivative, polystyrene–acrylic acid and polyvinyl alcohol keto-
erivative nanoparticles have been employed as RLS probes to
etect protein [20–22]. Wang et al. prepared a series of mer-
aptoacetic acid functionalized metal sulfide nanoparticles such

s PbS and HgS. A novel assay of �-globulin, without sepa-
ation of human serum albumin, is established on the basis of
he measurement of enhanced RLS signals resulting from the
nteraction of protein and functionalized metal sulfide nanopar-
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icles [23,24]. The surface-modification of the nanoparticles is
urrently under intensive research for development of sensitive
LS probes. However, few studies were focused on the influ-
nce of the capping molecules on the sensitivity (e.g. detection
imits) of RLS technique.

In the present study we develop a novel RLS technique to
etect bovine serum albumin (BSA) at nanogram levels, and
nvestigate the effect of the capping agent on the detection
imit. A series of functionalized Ag2S nanoparticles capped with
arious aminopolycarboxylic acids were prepared and charac-
erized by UV–vis, FTIR, RLS and TEM. The scattering signals
f aminopolycarboxyl-modified Ag2S nanoparticles have been
trongly enhanced by the reactions between BSA and Ag2S
anoparticles. BSA was detected based on the proportional rela-
ionship between the enhanced RLS intensities at 468 nm and
he concentration of BSA. The detection limits for BSA are
etween 8.6 and 112.6 ng mL−1, depending on the different cap-
ing agents. It was found that the detection limits (DL) for BSA
trongly depended on the stability constant (log KMY) of the
ilver–aminopolycarboxyl complexes. To the best of our knowl-
dge, this is the first description about the relationship between
apping molecules and the detection limit (DL) for BSA. The
esults could be considered to be useful to design nanoparticle-
ased RLS probes with sufficient sensitivity.

. Experimental

.1. Reagents

Diethylenetriaminepentaacetic acid (DTPA, Beijing Chemi-
al Plant, China), triethylenetetraaminehexaacetic acid (TTHA,
hanghai Chemical Reagent Co. Ltd., China), trans-1,2-
iaminocyclohexanetetraacetic acid (DCTA, Fluka), Ethylene-
iamine tetraacetic acid (EDTA, Shanghai Chemical Reagent
o. Ltd., China), Ethylene glycol bis(aminoethylether)

etraacetic acid (EGTA, Huzhou Chemical Plant, China),
ydroxyethylethylenediaminetriacetic acid (HEDTA, Shanghai
hemical Reagent Co. Ltd., China), Nitrilotriacetic acid (NTA,
eijing Chemical Plant, China), AgNO3 (Shanghai Chemical
eagent Co. Ltd., China), and Na2S·12H2O (Shanghai Chemi-
al Reagent Co. Ltd., China) were all used as received. Bovine
erum albumin (BSA, Sigma) was directly dissolved in water to
repare stock solutions of 50 �g mL−1 and stored at 4 ◦C. The
orking solutions were obtained by diluting the stock solutions
ith water just before use. NaAc–HAc buffer solution was used

o adjust the acidity of the aqueous system. All reagents were of
nalytical grade and used without further purification. Doubly
istilled water was used throughout.

.2. Synthesis

Various aminopolycarboxyl-modified Ag2S nanoparticles
ere prepared as follows. In a typical synthesis, 0.2 mmol

f aminopolycarboxylic acid (DTPA, TTHA, DCTA, EDTA,
GTA, HEDTA, or NTA) was dissolved in 30 mL solution and

he solution was adjusted to pH 9 with 1 M NaOH. Subsequently,
mL of 0.04 M (0.02 mmol) AgNO3 was added under stirring,

n
s

1 (2007) 276–281 277

ollowed the pH was adjusted by 1 M NaOH solution to 9. After-
ard, a 10 mL freshly prepared Na2S solution (0.02 mmol) was

njected into the reaction solution while the mixture contin-
ed to stir rapidly. The solution rapidly changed to brown and
as left for 10 h at room temperature under stirring. The col-

oidal solution was purified through centrifugation at 5000 rpm
or 5 min to remove the large particles and dialysis for 30 h to
emove any residual reagents. Then the solution was diluted
o 100 mL with doubly distilled water. The as-prepared Ag2S
olutions can be stored for months at room temperature with-
ut aggregation. These different aminopolycarboxyl-modified
g2S nanoparticles are referred to Ag2S–DTPA, Ag2S–TTHA,
g2S–DCTA, Ag2S–EDTA, Ag2S–EGTA, Ag2S–HEDTA and
g2S–NTA, according to their capping molecules; the size of

he Ag2S nanoparticles are 19, 17, 20, 23, 16, 24 and 18 nm,
espectively.

.3. Apparatus and measurements

UV–vis absorption spectra were measured on a Shi-
adzu UV-240 spectrophotometer. The transmission electron
icroscopy (TEM) sample was prepared by depositing a droplet

f solution onto a carbon film supported by copper grids. The
EM images were taken on a JEOL JEM-200CX transmission
lectron microscope, using an accelerating voltage of 200 kV.
ourier transform infrared (FTIR) spectra were recorded with
n FTS 165 Bio-Rad FTIR spectrophotometer in the range
000–400 cm−1 on KBr pellets.

The RLS spectra were obtained by synchronously scan-
ing the excitation and emission monochromators (namely,
λ= 0.0 nm) of Hitachi 850 Fluorescence spectrophotometer

Kyoto, Japan) in the wavelength region from 300 to 700 nm.
he intensity of light scattering was measured at the wave-

ength where the maximum scattering peak is located. Both
he intensity measurement and the spectrum scanning of the
esonance light scattering were made by keeping the bandpass
f the excitation and the emission of the spectrofluorometer at
.0 nm.

Appropriate amounts of HAc–NaAc buffer solution were
ixed with the aminopolycarboxyl-modified Ag2S solution.
ubsequently, an appropriate volume of bovine serum albumin
olution was added. The mixture was diluted with doubly dis-
illed water to 5.0 mL and mixed thoroughly. Then, it is allowed
o stand for 5 min, before RLS spectra and the enhancement
f light scattering intensity at maximum wavelength were mea-
ured. The enhancement of light scattering intensity is repre-
ented as�I = I − I0, where I and I0 are the intensity at maximum
avelength of RLS spectra with and without proteins, respec-

ively.

. Results and discussion

.1. Absorption spectra
Fig. 1 shows the absorption spectra of the modified Ag2S
anoparticles. According to the literature, the band gap of bulk
ilver sulfide is 1 eV (1240 nm), the apparent large blue shift
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ig. 1. Absorption spectra of aminopolycarboxyl-modified Ag2S nanoparticles.

ndicates that the nanoparticles are within the quantum confine-
ent regime [25].

.2. FTIR spectra

To better understand the adsorption mechanism of
minopolycarboxylic acids on the surface of Ag2S nanopar-
icles, Fourier transform infrared (FTIR) measurements were
arried out. Fig. 2(A) represents the typical IR spectrum of
he Ag2S nanoparticles. Fig. 2(B) reveals that the IR spectrum
btained from the Ag2S nanoparticles coated with EDTA and
thers aminopolycarboxyl-modified Ag2S nanoparticles have
he similar IR spectra. It is noted that the C O stretch band of
he carboxyl group located at about 1700 cm−1, is absent in the
pectrum of the Ag2S nanoparticles coated with EDTA. Instead,
wo new bands at 1560 and 1412 cm−1 are characteristic of the

symmetric υas(COO−) and the symmetric υs(COO−) stretch.
ccording to the previous investigations, when carboxylic acids

dsorb from solution to the metal surface, there may exist two
ifferent bonding types of carboxylate groups to the metal, i.e.

ig. 2. Representative FTIR spectra of Ag2S nanoparticles modified with and
ithout EDTA. (A) Ag2S nanoparticles; (B) Ag2S nanoparticles modified with
DTA.
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ither a bidentate bond or a monodentate bond [26,27]. In case of
he monodentate bond, the C O bond, which displays a strong
and at about 1700 cm−1, is still present and the metal atoms sub-
titute the acid hydrogen. In the present study, the absence of IR
and at 1700 cm−1 and two new bands at 1560 and 1412 cm−1

emonstrate that EDTA is chemisorbed as a carboxylate onto the
urface of Ag2S nanoparticles. And the two oxygen atoms in the
arboxylate are coordinated symmetrically to the Ag atoms.

.3. TEM images

The typical TEM images for the aminopolycarboxyl-
odified Ag2S nanoparticles are shown in Figs. 3(A) and (C) and

(A) and (C). It is observed that the particles are well dis-
ersed with a narrow size distribution. TEM images of the
minopolycarboxyl-modified Ag2S nanoparticles after the addi-
ion of appropriate amounts of BSA are shown in Figs. 3(B)
nd (D) and 4(B) and (D). It is observed that Ag2S nanoparti-
les can change from dispersion to aggregation. This indicates
he interaction between BSA and the Ag2S nanoparticles.

.4. RLS spectral characteristics

Under optimal conditions, both the RLS spectra of
minopolycarboxyl-modified Ag2S nanoparticles in the absence
nd presence of BSA have similar features and presented two
eaks at 410 and 468 nm. The scattering signals of Ag2S
anoparticles have been strongly enhanced after adding BSA
nd these RLS signals increased with the increase the con-
entration of BSA. As reported in the literature, BSA has a
ather weak RLS signal even if its concentration is higher than
0 �g mL−1 [28]. Therefore, the enhancement of the RLS sig-
al suggested that there are the interactions between BSA and
he functionalized Ag2S nanoparticles. The enhancement of the
ignal can be attributed to the aggregation induced by reaction
etween carboxyl groups of functionalized Ag2S nanoparticles
nd BSA [Ref.]. When surface capped with carbonyl and car-
oxyl, nanoparticles can bond with the remaining NH2-groups in
roteins. The hydrophobic carbon–carbon skeletal chain of cap-
ing molecules can also bond with the hydrophobic amino acid
esidues. The presence of large aggregation for Ag2S particles
an clearly be observed in the TEM images (Figs. 3 and 4) and
hus the inferences can be confirmed. At room temperature, the
eactions between functionalized Ag2S nanoparticles and BSA
ccur immediately and the time of equilibrium takes only about
min. The scattering intensity is stable for atleast 40 min. The
aximum wavelength at 468 nm was selected as the optimum

or the detection of BSA with high sensitivity. The RLS inten-
ities of functionalized Ag2S nanoparticles–BSA were found to
e proportional to the concentration of BSA, indicating that the
etection of BSA with the functionalized Ag2S nanoparticles is
ossible.
.5. Optimization of the general procedures

The optimal conditions such as the effects of pH, concen-
ration of NaAc–HAc buffer solution and Ag2S nanoparticles
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ig. 3. TEM images: Ag2S nanoparticles modified with TTHA in the absence (A
C) and presence (D) of BSA.

n RLS intensity were investigated. All the optimal condi-
ions are listed in Table 1. Under optimal conditions, BSA was
etected based on the proportional relationship between the
nhanced RLS intensities at 468 nm and the concentration of
SA. The detection limit is calculated following the equation:
L = KSb/S, where K is a constant related to the confidence level,

ccording to the suggestion of IUPAC, K = 3; Sb is the stan-

ard deviation of 10 blank measurements, and S is the slope of
he calibration curve. As listed in Table 1, the detection limits
or BSA are 8.6 ng mL−1 for Ag2S–DTPA, 11.8 ng mL−1 for
g2S–TTHA, 11.2 ng mL−1 for Ag2S–DCTA, 15.7 ng mL−1

c
i
a

ig. 4. TEM images: Ag2S nanoparticles modified with NTA in the absence (A) and
C) and presence (D) of BSA.
presence (B) of BSA; Ag2S nanoparticles modified with DCTA in the absence

or Ag2S–EDTA, 34.2 ng mL−1 for Ag2S–EGTA, 38.5 ng mL−1

or Ag2S–HEDTA and 112.6 ng mL−1 for Ag2S–NTA, respec-
ively.

.6. Interferences of coexisting substances and sample
eterminations
The experiments on the effect of coexisting substances were
arried out and the results are shown in Table 2. The results
ndicated that the method is free from interference from most of
mino acids, common metal ions, nucleic acids and glucose. The

presence (B) of BSA; Ag2S nanoparticles modified with EDTA in the absence
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Table 1
Optimal conditions of detection BSA using functionalized Ag2S nanoparticles

Linear range
(�g mL−1)

Detection limit
3σ (ng mL−1)

Linear regression equation
(ng mL−1)

pH Concentration
of buffer (M)

CAg2S (M) r

Ag2S–DTPA 0.01–0.12 8.6 �I = 0.1402C + 7.3302 4.6 0.05 2 × 10−4 0.9935
Ag2S–TTHA 0.02–0.26 11.8 �I = 0.031C + 2.5586 4.6 0.04 4 × 10−4 0.9988
Ag2S–DCTA 0.03–0.15 11.2 �I = 0.1791C + 1.3166 4.6 0.04 2 × 10−4 0.9935
Ag2S–EDTA 0.05–0.3 15.7 �I = 0.1134C + 0.9724 4.2 0.03 3.2 × 10−4 0.9834
Ag2S–EGTA 0.04–0.24 34.2 �I = 0.0462C + 4.4324 4.6 0.04 1.2 × 10−4 0.9847
Ag2S–HEDTA 0.05–0.5 38.5 �I = 0.0257C + 4.9394 4.6 0.04 1.2 × 10−4 0.9817
Ag2S–NTA 0.15–0.7 112.6 �I = 0.0308C + 3.1792 4 0.03 2 × 10−4 0.9876

Table 2
Interference of coexisting substancesa

Coexisting
substances

Concentration
(ng mL−1)

Change of
�I468 nm (%)

Coexisting
substances

Concentration
(ng mL−1)

Change of
�I468 nm (%)

Glucose 1000 5.6 Na(I), Cl−1 500 1.7
l-tryptophan 500 4.4 K(I), Cl−1 500 3.2
l-cysteine 300 −3.7 Ca(II), Cl−1 300 −5.3
l-phenylalanine 500 5.8 Zn(II), Cl−1 300 −2.8
l-leucine 500 3.2 Mg(II), Cl−1 300 3.3
l-glycine 200 6.7 −
fsDNA 500 4.3

a BSA 30 ng mL−1; Ag2S–DTPA nanoparticles 2 × 10−4 M; pH 4.6.

Table 3
Analytical results for the diluted cow milk samplea

Samples Content of protein (mg mL−1) Recovery
n = 6 (%)

R.S.D.
(%)This

method
The CBB
G-250 method

Cow milk 1 25.3 23.9 96.5 3.1
Cow milk 2 28.7 29.6 103.1 2.5
C
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i
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a
a
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w
d

a
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o
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f
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r
a
W
b
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n
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r

4

o
a
A
B
A
d
l

ow milk 3 27.2 28.8 104.6 4.7

a Ag2S–DTPA nanoparticles 2 × 10−4 M; pH 4.6.

eal sample determinations were also performed. Table 3 lists the
esults for the detection of three diluted cow milk samples with
he present method. It can be seen that the recovery and relative
tandard deviation (R.S.D.) are satisfactory and the results are
dentical to the reference method of CBB G-250 [29].

.7. Discussion of mechanism

We attribute the enhanced RLS intensities to the aggregation
f nanoparticles which was induced by reactions between BSA
nd aminopolycarboxyl-modified Ag2S nanoparticles. It was in
ccordance with the TEM results. In our experiments, BSA (PEI
.7–4.9) carries a positive charge in the aqueous medium with
H range from 4.0 to 4.6, while the surface of Ag2S nanopar-
icles carries negative charges, due to chemisorbed carboxyl
roups. The negative charged Ag2S nanoparticles surface and
ounterions form an electrostatic double layer that provides a

epulsive force enable Ag2S nanoparticles stable in solution.

hen aminopolycarboxyl-modified Ag2S nanoparticles mixed
ith BSA, positive charged BSA would compress the diffuse
ouble layer around the negative charged Ag2S nanoparticles,

o
d
s
A

Pb(II), NO3 100 6.4
Co(II), SO4

2− 100 −3.9

llowing the particles to densely aggregate, thus increasing RLS
ntensities. No corresponding relationship was found between
he size of the as-prepared Ag2S nanoparticles and the detec-
ion limits for BSA. However, we observed the dependence
f capping molecules of Ag2S nanoparticles on the detection
imits of BSA. According to the data given by literature, the
og KMY of the silver–aminopolycarboxyl complexes are 5.16
or Ag2S–NTA, 6.71 for Ag2S–HEDTA, 7.06 for Ag2S–EGTA,
.32 for Ag2S–EDTA, 8.7 for Ag2S–TTHA, 8.67 for DTPA,
espectively [30]. Compared with the corresponding data for DL,
decline trend of DL with the increase of log KMY was observed.
ith a high log KMY value, the bonding of the aminopolycar-

oxylic acid and the surface of Ag2S nanoparticles becomes
ore stable. As a result the Ag2S nanoparticles can carry more

egative charges. The functionalized Ag2S nanoparticles with
ense negative charges are easily to react with BSA molecules,
esulting in the increase of sensitivity in the detection of BSA.

. Conclusions

In the present study, a novel method to prepare a series
f functionalized Ag2S nanoparticles capped with various
minopolycarboxylic acids was proposed. The as-prepared
g2S nanoparticles could be used as RLS probes in response to
SA. Based on the RLS intensities enhanced by BSA-induced
g2S nanoparticles aggregation, a sensitive RLS method to
etect BSA at nanogram levels was established. The detection
imits for BSA are between 8.6 and 112.6 ng mL−1, depending

n the different capping agents. It was found that the depen-
ence of the detection limits for BSA on the stability con-
tant (log KMY) of the silver–aminopolycarboxyl complexes.
lthough the relationship between capping molecules and detec-
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ion limits for BSA is still under study, it is undoubted that
he stability of silver–aminopolycarboxyl complexes strongly
ffects on the detection limits of Ag2S nanoparticles-based RLS
robes.
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bstract

Currently, high-performance liquid chromatographic (HPLC) methods are mainly used to measure antiretroviral plasma concentrations in HIV-
nfected patients. Although the utility of routine therapeutic drug monitoring (TDM) as an additional tool to optimize long-term antiretroviral
herapy is unclear, if TDM is to be widely used, the availability of simple, cheap and reliable methods for the measurement of antiretroviral
rug levels are needed, particularly in resource-limited settings. In this study, an immunochromatograhic (IC) strip test to detect the presence
f nevirapine (NVP) in body fluids has been developed. Antiserum to NVP was first raised in rabbits by immunization against NVP chemically
onjugated with bovine serum albumin, and subsequently validated by Western immunoblotting and competitive indirect ELISA. The partially
urified anti-NVP antibodies were conjugated with colloidal gold particles. The conjugation of the colloidal gold and polyclonal antibodies was
onitored by UV–vis spectroscopy, while transmission electron microscopy images were used to characterize the particle size and shape of
he conjugates. The resulting colloidal gold conjugates were used for the production of an IC strip test to detect nevirapine in human plasma.
reliminary assessment suggests no-cross reactivity of the NVP polyclonal antibodies but assessment of plasma samples from HIV-infected patients
eceiving HAART needs to be conducted. This assay could potentially be used for drug monitoring as part of the clinical care of HIV infected
atients.

2006 Elsevier B.V. All rights reserved.

ssay

H
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eywords: NVP; Immunochromatographic strip test; Colloidal gold; Immunoa

. Introduction

Nevirapine (NVP), 11-cyclopropyl-5,11-dihydro-4-methyl-
H-dipyrido-[3,2-b:2′,3′-e], is a non-nucleoside reverse tran-
criptase inhibitors (NNRTI) which is widely used as a part of
ighly active antiretroviral therapy (HAART) for the treatment

f HIV/AIDS, and as a single dose prophylactic intervention
uring labor for the prevention of mother-to-child transmission
f HIV (PMTCT) [1,2].

∗ Corresponding author. Tel.: +66 18845141; fax: +66 53946042.
E-mail address: asimi002@chiangmai.ac.th (C. Tayapiwatana).

p
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.05.059
NVP inhibits HIV-1 replication by binding directly to the
IV-l reverse transcriptase enzyme and disrupting its catalytic

ite. Unfortunately, NVP viral drug resistance can result from a
pecific single mutation, such as the K103N, in the viral reverse
ranscriptase gene and these mutations confer cross resistant to
he other NNRTIs in the drug class [3]. A relationship between
lasma NVP levels and efficacy has been reported [4]; there-
ore, maintaining sufficient NVP plasma drug levels is critical
o reduce the risk for selecting NNRTI resistance viruses. For

he majority of antiretroviral drugs, a similar relationship has
een demonstrated and it has been proposed that individualiza-
ion of drug dosing, guided by the measurement of drug levels
i.e., therapeutic drug monitoring (TDM)) could help optimize
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herapeutic outcome and prevent adverse effects [5]. Further-
ore, TDM has also been suggested to be an additional tool to

he standard methods of questionnaires and pill counts to help
onitor drug adherence [6].
For the quantitative analysis of NVP in plasma, high-

erformance liquid chromatography (HPLC) with UV detection
as been primarily used [7]. Recently, LC/MS methods have
lso been developed, these methods can simultaneously detect
p to nine antiretroviral drugs in the same plasma sample [8].
owever, since the majority of HIV-infected patients are living

n rural areas, simpler and cheaper methods of NVP detection
re needed to facilitate the assessment of TDM of antiretrovi-
als. Indeed, for plasma nevirapine levels, a qualitative thin-layer
hromatography (TLC) method as well as a quantitative ELISA
ethod has been reported [9,10].
Immunochromatographic strip tests are simple, rapid and

heap assays which have been developed for the qualita-
ive measurement of many biological markers [11–15]. These
ssays rely on the transport of a labeled antibody (or anti-
en) probe to its specific antigen (or antibody) binding partner
mmobilized on the surface of a membrane. Among the dif-
erent labeled test systems, colloidal gold appears to be the
ost attractive as unlike fluorescence or enzyme tags, gold

robes are more stable and do not require time-consuming
rocedures such as incubations, washing steps and enzymatic
eactions to generate a signal [16,17]. Due to the accumu-
ation of colloidal gold, a red-purple color can be rapidly
bserved visually. These characteristics significantly shorten
he analysis time and make it a very convenience to assay
n-site.

In this study, we described the preparation and character-
zation of anti-NVP polyclonal antibodies and an antibody–
olloidal gold probe. These reagents were used to develop a
ne-step immunochromatographic (IC) strip test for the rapid
etection of NVP.

. Experimental

.1. Reagents

All chemicals were purchased from commercial suppli-
rs and used as received. Chloroauric acid (HAuCl4·3H2O),
ethyl-5-bromovalerate, 4-(dimethylamino)pyridine (DMAP),

nhydrous N,N-dimethylformamide (DMF), N-hydroxy suc-
inimide (NHS), and 1,3-diisopropylcarbodiimide (DIC) were
urchased from Fluka, USA. Bovine serum albumin (BSA)
as obtained from Sigma, USA. NVP was obtained as a gift

rom the Government Pharmaceutical Organization (GPO) of
hailand.

.2. Instruments

Solid-phase EIA was performed in 96-well microtiter plates

Nunc, Denmark), and optical density (O.D.) was measured
ith an automatic plate reader (Tecan, Austria). NMR spec-

ra were recorded on a Bruker AVANCETM NMR spectrometer
400 MHz for 1H). Chloroform-d (CDCl3) was used as the sol-

f
t
b
−

anta 71 (2007) 462–470 463

ent. Chemical shift values (δ) are reported in ppm relative to
nternal tetramethylsilane. Coupling constants (J) are expressed
n Hz. Transmission electron microscopy (TEM) images were
ecorded on a transmission electron microscope equipped
ith energy dispersive spectrometer (EDS) (JEOL JEM-2010,

apan).

.3. Preparation of NVP–BSA antigen

The immunogen (NVP–BSA conjugate) was synthesized
ccording to Azoulay et al. [10], except that the carrier pro-
ein was changed to BSA instead of keyhole limpet hemocyanin
KLH) because the cost of immunogen production was signifi-
antly lower and it was presumed that the immunogenicity would
ot be affected.

NVP linked methyl ester (compound 1; see Scheme 1): A
olution of methyl 5-bromovalerate (60 �l, 0.36 mmol) in DMF
1.5 ml) was added to a mixture of NVP (100 mg, 0.36 mmol) and
otassium carbonate (149.3 mg, 1.08 mmol) in DMF (1.5 ml).
he resulting mixture was refluxed for 16 h, and then the solvent

emoved in vacuo. The crude residue was purified by chromatog-
aphy on a silica gel (hexane-ethyl acetate 60/40, Rf = 0.37) to
enerate NVP linked methyl ester (1) as a yellow oil (78.1 mg,
2%). The following 1H NMR (400 MHz, CDCl3) was pro-
uced: δ 8.49 (dd, J = 2, 4.8 Hz, 1H), 8.05 (d, J = 4.8 Hz, 1H),
.75 (dd, J = 2, 7.6 Hz, 1H), 6.97 (dd, J = 7.6, 4.8 Hz, 1H), 6.92
d, J = 5.2, 1H), 4.38 (t, 2H), 3.66 (s, 3H), 3.65 (m, 1H), 2.42 (t,
H), 2.34 (s, 3H), 1.87 (m, 4H), 0.96 (m, 2H), 0.47 (m, 2H). 13C
MR (100 MHz, CDCl3) δ 173.7, 162.9, 159.0, 152.8, 151.3,
43.8, 143.5, 137.3, 132.7, 122.0, 119.6, 118.4, 51.5, 33.7, 29.0,
8.2, 21.7, 18.0, 8.7, 8.6.

NVP linked carboxylic acid (compound 2): Compound
(78.1 mg, 0.20 mmol) was dissolved in a solution

f THF/MeOH/H2O 3:2:1 (2 ml). LiOH·H2O (16.7 mg,
.40 mmol) was then added and the mixture was stirred for 1 h
t 25 ◦C. After concentration of the mixture in vacuo, the crude
esidue was diluted with water and neutralized with 1 M HCl.
he resulting solution was extracted with 2 ml × 2 ml EtOAc,
ried with anhydrous Na2SO4 and concentrated in vacuo to
ield compound 2 as yellow oil (62.3 mg, 85%). The following
H NMR (400 MHz, CDCl3) was produced: δ 8.49 (dd, J = 2,
.8 Hz, 1H), 8.10(d, J = 4.8 Hz, 1H), 7.78 (dd, J = 2, 7.6 Hz, 1H),
.99 (dd, J = 7.6, 4.8 Hz, 1H), 6.90 (d, J = 5.2 Hz, 1H), 4.40 (t,
H), 3.66 (m,1H), 2.42 (t, 2H), 2.32 (s, 3H), 1.87 (m, 4H), 0.96
m, 2H), 0.47 (m, 2H). 13C NMR (100 MHz, CDCl3) δ 177.9,
62.8, 159.0, 152.6, 151.4, 144.0, 143.7, 137.4, 132.8, 122.0,
19.6, 118.5, 33.6, 29.0, 28.1, 21.0, 18.1, 14.1, 8.9, 8.7.

NVP–BSA conjugate: Compound 2 (33 mg; 0.087 mmol) was
eacted with NHS (12.0 mg; 0.1 mmol) in the presence of 1,3-
iisopropylcarbodiimide (23.4 mg; 0.11 mmol) in anhydrous
MF (3.6 ml) for 16 h at 25 ◦C. The mixture was then added
ropwise to a stirred solution of BSA in 5 ml of 0.05 M carbon-
te/bicarbonate buffer pH 8.2 at 0 ◦C. The solution was stirred

or a further hour at 25 ◦C and then for 24 h at 4 ◦C. The syn-
hesized immunogen was then dialyzed with 0.1 M phosphate
uffer saline (pH 7.4). The resulting solution was kept frozen at
20 ◦C until it was used.
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Scheme 1. Synthesis o

.4. Preparation of polycloncal antibodies

An albino New Zealand rabbit was immunized with 1.0 mg
f NVP–BSA antigen in complete Freund’s adjuvant. The rab-
it preimmunized serum was collected before subcutaneous
ulti-site injections. Booster injections of 1.0 mg of antigen

n incomplete Freund’s adjuvant were given 1 week post-
mmunization, followed by three additional boosters at 2-week
ntervals. The hyperimmune serum obtained 2 weeks after the
ast immunization was collected and precipitated with saturated
NH4)2 SO4 and dialyzed against 5 mM sodium borax buffer
H 9.0.

.5. Validation of polyclonal antibodies

.5.1. Western immunoblotting
SDS-PAGE was performed according to the technique

escribed by Laemmli [18]. Reduced forms of NVP–BSA
nd unconjugated BSA were electrophoretically separated
n a 12% polyacrylamide gel. Samples were prepared in
-mercaptoethanol and SDS under heat denaturizing con-
itions. The separated polypeptides were transferred to a
VDF membrane as described by Tawbin et al. [19]. The
embrane was blocked with 5% skimmed milk in PBS for 1 h.
ubsequently, the NVP–BSA immunized rabbit serum (1:2000
ith 2% BSA in PBS) was applied to the blocked membrane.
fter 1 h incubation, excess polyclonal antibodies were washed
ut and HRP-swine anti-rabbit immunoglobulins conjugate
DAKO, Germany) diluted 1:5000 was added. The TMB/H2O2

mmunoblotting substrate solution (Fermentas, Lithuania) was
sed to visualize bound antibodies on the membrane. The molec-
lar size of each reactive band was calculated relative to standard
roteins.

T
t
a
s

NVP–BSA conjugate.

.5.2. Competitive indirect ELISA
A competitive indirect ELISA was used to test the NVP–BSA

mmunized rabbit serum reactivity with other antiretroviral
rugs. The drugs tested were: nucleoside reverse transcrip-
ase inhibitor (NRTI); zidovudine (AZT), lamivudine (3TC),
idanosine (ddI), abacavir (ABC) and stavudine (d4T); the non-
ucleoside reverse transcriptase inhibitor (NNRTI); efavirenz
EFV); and the protease inhibitors (PIs), indinavir (IDV),
aquinavir (SQV), amprenavir (APV), ritonavir (RTV), nelfi-
avir (NFV), NFV metabolite (M8) and lopinavir (LPV). For
ntiretroviral drugs, although the therapeutic ranges vary the
lasma concentrations achieved during a dosing interval fol-
owing oral administration are commonly within 0.10–12 �g/ml
20]. For the competitive ELISA high concentrations of
0 �g/ml were used to mimic those concentrations which can
e achieve in plasma. NVP–BSA antigen (50 �l) at a concen-
ration of 10 �g/ml in carbonate buffer pH 9.6 was added to
olystyrene wells and allowed to passively adsorb for 16 h at
◦C. Subsequently, 200 �l of 2% skimmed milk in PBS was
dded to each well and incubated for 2 h at RT. The block-
ng solution was removed by washing three times with 0.05%
WEEN in PBS. A 1:8000 dilution of rabbit serum was mixed
ith a fix drug concentration (10 �g/ml) and incubated for
h at 37 ◦C. The mixture (50 �l) was applied into an indi-
idual NVP–BSA coated well. After washing the wells, 50 �l
f HRP-swine anti-rabbit immunoglobulin conjugate diluted
:3000 was added, incubated for 1 h and washed. TMB/H2O2
ubstrate solution (100 �l) was added for 15 min. The enzy-
atic reaction was stopped by adding 100 �l of 1 M HCl.

he O.D. was measured at 450 nm. The O.D. value was used

o compare the ability of each drug to compete with the
nti-NVP polyclonal antibodies in the rabbit hyperimmune
erum.
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.6. Synthesis and characterization of colloidal gold

Colloidal gold was synthesized according to the procedure
escribed by Turkevich et al. [21] using a reduced scale. An
queous solution of chloroauric acid (5 mM HAuCl4·3H2O,
ml) was diluted with 90 ml of deionized water. This solution
as stirred and heated until boiling and then reduced with 0.5%

odium citrate solution (5 ml). Heating was continued until the
olution color changed to a red-purple color.

.7. Formation of gold conjugate

Polyclonal antibodies were diluted in 5 ml of 5 mM
odium borate buffer pH 9.0 in order to obtain 2.5 mg/ml of
mmunoglobulins. This solution was then added dropwise to a
tirred solution of colloidal gold 0.25 mM, 100 ml. The pH of

he colloidal gold solution was pre-adjusted to 7.0 by addition
f 0.01 M Na2CO3. The mixture was stirred for 30 min and 5 ml
f 5% BSA in 5 mM NaCl solution was added. After 5 min,
he solution was centrifuged at 4 ◦C 14,000 rpm for 30 min to

ig. 1. Western immunoblotting analysis of NVP–BSA and BSA alone using
he rabbit hyperimmune serum. Lanes 1, 3, 5 and 6 were NVP–BSA separated
nder denaturing condition. Lanes 2 and 4 were unconjugated BSA separated
nder denaturing condition. Set A was stained with Amido black B for protein
etection on blotting membrane. Set B was reacted with rabbit serum (dilution
:2000). Lane 5 was probed with rabbit serum mixed with NVP (10 �g/ml final
oncentration). No rabbit serum was added to lane 6. The HRP-swine anti-rabbit
mmunoglobulin conjugate was applied to all lanes. Molecular weight markers
in kilodaltons) are indicated.
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emove unconjugated antibodies from the solution. The pel-
et was subsequently resuspended in Phosphate Gold Diluent
uffer (1% BSA in 49 mM Na2HPO4) to obtain an antibody–
olloidal gold conjugate solution which had an O.D. of 40 at λ
80 nm.

.8. Characterization of colloidal gold conjugates

.8.1. Transmission electron microscopy (TEM)
The size and shape of colloidal gold with and without conju-

ated antibodies bound were compared using TEM measure-
ents. The TEM samples were prepared by placing a drop

f the colloidal gold in acetone/H2O mixture onto a carbon-
oated TEM copper grid. The resulting film was allowed to dry
vernight and then used for TEM imaging. TEM microscope
as operated at an acceleration voltage of 120 kV and at a mag-
ification of 80,000. The size distributions of the particles from
nlarged photographs of the TEM images were measured using
t least 150 counts of the particles. A selected area diffraction
SAD) pattern of a colloidal gold particle containing antibodies
as taken directly from the corresponding TEM image and the

esulting diffraction pattern was indexed according to a standard
rocedure [22].

.8.2. UV–vis spectroscopic studies
The formation of antibody–colloidal gold conjugates was

onitored by UV–vis spectroscopy using a double beam spec-
rophotometer. The UV absorption of the colloidal gold and
ntibody–colloidal gold solution (0.5 mM in aqueous) were
onitored immediately after preparation at λ 200–700 nm.

.9. Preparation of an immunochromatographic (IC) strip
est
An IC test strip was developed using rabbit anti-NVP poly-
lonal antibodies conjugated with colloidal gold particles (anti-
VP–CGC). A lateral flow test strip was constructed as follows:

ig. 2. Assessment of the rabbit anti-NVP polyclonal antibodies by competi-
ive indirect ELISA with various anti-HIV drugs at 10 �g/ml. This experiment
as performed in triplicate and a similar absorbance pattern was observed (see
ection 2.5.2 for drug names).
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application pad, anti-NVP–CGC sprayed conjugate pad, jetted
nitrocellulose membrane and absorbent pad were assembled and
then cut into individual strips (3.5 mm/strip), using a strip cutter
(INDEX CUTTER, USA).
ig. 3. TEM images and size distribution of (a) unconjugated colloidal gold par
he 10 nm-scale marker is indicated.

nti-NVP–CGC (O.D. of 40 at λ 580 nm) was jetted onto a
lass fiber (conjugate pad) by an isoflow dispenser (Imagene
echnology, USA). The nitrocellulose membrane (Scheicher
nd Schuell, Germany) was laminated on a plastic support by a
recision Laminator (Zeta Corporation, Korea). NVP–BSA at
.0 mg/ml and goat anti-rabbit IgG (KPL, USA) at 0.5 mg/ml
n PBS were jetted onto a laminated nitrocellulose membrane

t two separate zones; test line and control line, respectively.
ubsequently, the conjugate pad and jetted membrane were incu-
ated for 2 h at 37 ◦C and then dried in a dessicator at room
emperature. After drying, the components of strip, i.e., sample

ig. 4. Selected area diffraction (SAD) pattern derived from a conjugated
ntibody–colloidal gold particle.

F
g
a
t

(b) conjugated antibody–colloidal gold particles. For particle size comparison,
ig. 5. UV–vis spectra of colloidal gold and antibody–colloidal gold conju-
ates. Curve A, colloidal gold solution; curve B, anti-NVP–CGC immediately
fter addition of antibody to gold solution; Curve C, anti-NVP–CGC after cen-
rifugation to remove the unbound antibodies.
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.10. Detection of NVP by the Immunochromatographic
trip test

Analysis of NVP by the IC strip test was performed by dip-
ing the strip into standard solutions of NVP in PBS buffer pH
.4 at 0, 0.1, 0.5, 1.0 and 3.0 �g/ml. The result was interpreted
fter a red-purple color appeared at the control line. At the test
ine, the presence of a red-purple color suggested no NVP was
resent in the sample and vice versa.

.11. Cross-reactivity of the NVP immunochromatographic
est strip

The procedure was performed as described in Section 2.10
xcepted that the IC strip test was dipped into NVP and a
et of commonly coadministered antiretroviral drugs in PBS
uffer pH 7.4. A high drug concentration of 10 �g/ml, which
s near the maximum concentration achieved in plasma for

any of the antiretroviral drugs, was used. The drugs tested

re described in Section 2.5.2. To evaluate the potential influ-
nce of the plasma matrix on the strip, human plasma spiked
ith 5.0 �g/ml of NVP was tested along with blank human
lasma.

S
s
N
(

ig. 6. Configuration of the IC NVP strip test. The schematic diagram shows the
mmobilized (left panel). The reactions which occur on the IC strip in the presence o
ed-purple color appears at the test and/or control lines depending on the presence of
anta 71 (2007) 462–470 467

. Results and discussion

.1. Synthesis of NVP–BSA conjugate

NVP–BSA conjugate was synthesized according to Scheme 1
nd the structures of the NVP linked methyl ester (compound
) and the NVP linked carboxylic acid (compound 2) were con-
rmed by NMR (see Section 2.3).

.2. Validation of polyclonal antibodies

Western immunoblotting in Fig. 1 showed immunoreactive
ands of the synthesized NVP–BSA (lanes 1, 3, 5 and 6) in com-
arison with unconjugated BSA (lanes 2 and 4). NVP–BSA and
SA protein bands were observed in lanes 1 and 2 (set A) by
mido black B staining. The major protein band of BSA was

ocated at 66 kDa. The proteins with higher molecular weight
ere regarded as impurities from the partially purified BSA frac-

ion. Following incubation with rabbit serum (dilution 1:2000,

et B), the presence of polyclonal anti-NVP antibodies in the
erum was demonstrated by the positive signal observed with
VP–BSA (lane 3). No signal was observed with BSA alone

lane 4). This result suggested that anti-BSA antibodies present

areas where rabbit anti-NVP–CGC, NVP–BSA and goat anti-rabbit IgG are
f NVP (middle panel), and in the absence of NVP (right panel) are shown. A
NVP.
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Results from the IC strip assessing NVP in PBS are shown
in Fig. 7. In the absence of NVP, the binding of anti-NVP–CGC
with the solid-phase NVP–BSA produced an intense red-purple
68 M. Pattarawarapan et al

n the hyperimmune serum were neutralized by BSA in the serum
iluting buffer. Furthermore, mixing the hyperimmune serum
ith 10 �g/ml NVP reduced the intensity of the 66 kDa band

nd the higher molecular weight proteins (lane 5) confirming
he presence of polyclonal anti-NVP antibodies.

The specificity of antibodies was analyzed by competitive
ndirect ELISA (Fig. 2). Several commonly administered anti-
IV drugs (AZT, 3TC, ddI, ABC, d4T, EFV, IDV, SQV, APV,
TV, NFV (plus NFV metabolite, M8) and LPV) were tested.
he O.D. of the well containing NVP as the competitor was sig-
ificantly lower than that obtained in the control well (no drug).
n contrast, the O.D. of the wells with the other antiretroviral-
rugs was similar to the control well. This data suggested that
he anti-NVP antibodies produced were highly specific to NVP.

.3. Characterization of the colloidal gold particles and
ntibody–gold conjugates

.3.1. TEM imaging
The TEM images of gold colloid and anti-NVP–CGC are

hown in Fig. 3(a and b). Both forms of gold particles were
omogeneous in size and shape, and there was no marked dif-
erence in the size distribution of colloidal gold before and after
onjugation. The gold particles obtained showed narrow size
istribution with a mean diameter of 15.0 ± 3.05 nm and this
s within the typical range of colloidal gold used in IC assays
10–20 nm) [23]. The selected area diffraction (SAD) pattern
aken from an antibody gold particle (Fig. 4) shows the cen-
ral intense direct beam and an array of diffraction spots from
ifferent atomic planes. These spots were assigned to the 1 1 1,
0 0, 2 2 0 and 3 1 1 planes of a face centered cubic (fcc) lattice
f gold, according to JCPDS File No. 4-784 [24]. This result
onfirms that colloidal gold was successfully produced.

.3.2. UV–vis spectra
The presence of antibody on the gold surface was character-

zed using UV–vis spectroscopy. Spectra of the colloidal gold
olution were recorded without antibody and immediately after
he addition of antibody (Fig. 5a and b). A peak at ∼519 nm
n curve A was due to surface plasmon resonance of colloidal
old. Immediately following the addition of antibody (curve B),
ed shift of this band occurred as a result of antibody–colloidal
old interaction and a new band appeared at ∼280 nm which
orresponded to a protein absorption band. After centrifuga-
ion and removal of unbound antibody from antibody–colloidal
old conjugate (curve C) showed two absorption bands at ∼510
nd 280 nm indicating that antibody was presented on the gold
urface. The absorption band at 510 nm was much lower for
he antibody–colloidal gold conjugate than for the unbound col-
oidal gold as some gold particles were lost during the washing
tep to remove unbound antibodies.

.4. Construction of Immunochromatographic strip test

ystem using anti-NVP–CGC

A schematic diagram showing the areas where the compo-
ents are immobilized on the IC-test strip is illustrated in Fig. 6.

F
i

anta 71 (2007) 462–470

ipping the strip into a test solution will cause the liquid to move
pward by capillary action and dissolve the dried rabbit anti-
VP–CGC on the conjugate pad. The anti-NVP–CGC complex

ubsequently migrates up the surface of nitrocellulose mem-
rane. If no NVP is present in the sample, rabbit anti-NVP–CGC
ill bind to NVP–BSA streaked at the test line (T). The immo-
ilized anti-NVP–CGC generates a red-purple color line caused
y colloidal gold particle accumulation. In contrast, if the sam-
le contains NVP, rabbit anti-NVP–CGC will be neutralized by
ree NVP. Consequently, the intensity of the red-purple color
bserved will be reduced. For the control line (C), a red-purple
olor will appear independently of the presence of NVP in the
est sample since the amount of rabbit anti-NVP–CGC is in
xcess. When the rabbit anti-NVP–CGC reaches C, it will be
aptured by the goat anti-rabbit IgG. The control line is used
o monitor whether the anti-NVP–CGC has passed over the test
ine and the result can be interpreted.

.5. Analysis of NVP standards with the IC test strips
ig. 7. IC strip test results at NVP concentrations of 0, 0.1, 0.5, 1.0 and 3.0 �g/ml
n PBS pH 7.4. C, control line; T, test line.
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ig. 8. Evaluation of IC strip with blank human plasma (left strip) and human
lasma and spiked with NVP at a concentration of 5.0 �g/ml (right strip).

and at the test line. The intensity of the color faded when the
oncentrations of NVP were increased. At NVP concentrations
f 1.0 and 3.0 �g/ml, no color was observed at the test line. The
imit of NVP detection in PBS using the IC strip test was 1.0 �g/

l. The results of the IC strip test could be read within 10 min.
To determine if components in the plasma matrix could inter-

ere with the IC strip test result, human plasma spiked with NVP
t a therapeutic drug concentration of 5.0 �g/ml, in addition to
lank human plasma were tested. The results showed that NVP
ould be detected and no interference of the plasma matrix in
lank samples was observed (Fig. 8); however, clearly assess-
ent of the strip in plasma samples from HIV-infected patients

eceiving HAART needs to be conducted.

.6. Cross reactivity test of the IC strip test

To study the effect of other commonly administered anti-HIV
rugs on the IC strip test, twelve other HIV drugs (AZT, 3TC,
dI, ABC, d4T, EFV, IDV, SQV, APV, RTV, NFV and LPV)
ere tested. A high drug concentration of 10 �g/ml, which is

ear the maximum concentration achieved in plasma for many
f the antiretroviral drugs, was used. The intensity of red-purple
olor at test line was as the similar to that observed in the absence
f NVP (data not shown). This suggested that the presence of

[
[

[

anta 71 (2007) 462–470 469

hese antiretroviral drugs in a test sample will not interfere with
he detection of NVP.

. Conclusion

Herein, we have successfully developed an IC strip test for the
apid detection of NVP. Preliminary results show that it was pos-
ible to detect the presence of NVP at a concentration as low as
.0 �g/ml in PBS, and no cross-reactivity from other commonly
dministered HIV drugs or components in the human plasma
as observed. Following the standard nevirapine 200 mg twice
aily dose, plasma nevirapine concentrations range between 3.0
nd 10.0 �g/ml, thus the IC test strip should be able to detect
VP concentrations in patients using a NVP based HAART

egimen. The established assay is simple and easy to interpret
ithout requirement of any sophisticate instruments. This low

ost method could be routinely used in developing countries
or drug adherence purposes (potentially including urine spec-
mens) and TDM, and could be extended to other anti-HIV
rugs, in particular the protease inhibitors where high interpa-
ient variability has been reported and the use of TDM has been
uggested [5]. Overall, this report describes the construction
nd preliminary assessment of the first immunochromatographic
trip test for nevirapine but detailed assessment of this IC strip in
lasma samples from HIV-infected patients receiving HAART
s needed.
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bstract

A study of ancient coins with different corrosion degrees and the same or different composition has been carried out by using energy-dispersive
-ray fluorescence spectrometry (XRFS) and laser-induced break-down spectroscopy (LIBS). The results obtained show the complementarity of
oth techniques: XRFS provides information about the superficial composition which is used for the assignation of atomic lines in LIBS, and
his provides in-depth and tomographic information. Thus, some very superficial impurities such as Ag, Cl, Au, Sr and Sb are only detected by
RFS, while highly corroded coins of iron-based alloy provided no iron signal by XRFS but increased concentration of this element up to constant
omposition by LIBS by increasing the shot number. The average of the same laser-shot number for all sampling positions of a sampling zone
roduces a significant improvement of the signal-to-noise ratio (SNR) in the detriment of punctual information as that obtained by single-position
inetic series.

2006 Published by Elsevier B.V.
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. Introduction

The required analytical information from a target sample may
ot be provided by a single technique owing to the complexity
f the sample and/or the nature of the demanded information.
hese cases make mandatory the combined use of two or more
omplementary techniques to fulfil the analytical requirements.

Laser-induced breakdown spectroscopy (LIBS) is a well-
nown atomic emission spectroscopic technique for elemen-
al analysis of materials, which provides qualitative, semi-
uantitative, and even quantitative information if appropriate
tandards are available [1]. Recently published reviews on this
echnique show the diversity of its analytical applications, a
onsequence of LIBS characteristics, namely: (1) capability for
ulti-elemental analysis; (2) nil or minimal sample preparation;

3) applicability to solid samples (nevertheless, gasses [2] and
iquids [3] can also be analysed; (4) small amount of sample;
5) negligible sample damage, practically invisible to the naked

ye; (6) surface and in-depth information with spatial resolution
cross the surface nearly to microscopic [4–6]. Nevertheless, the
ensitivity of LIBS makes necessary the use of powerful lasers –

∗ Corresponding author. Tel.: +34 957 218615; fax: +34 957 218615.
E-mail address: qa1lucam@uco.es (M.D. Luque de Castro).
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039-9140/$ – see front matter © 2006 Published by Elsevier B.V.
oi:10.1016/j.talanta.2006.03.034
hich in turn can deteriorate seriously the sample, especially if
his possesses a soft surface and several shots are delivered in the
ame position – for low concentrated analytes; its poor precision
nd the lack of standards – this last a shortcoming characteristic
f direct analysis of solids – restrict LIBS applicability.

X-ray fluorescence spectrometry (XRFS) can complement
IBS thanks to its non-destructive character, minimal or none
ample preparation required and capacity to provide screening
nformation of the sample surface without necessity for stan-
ards. Despite lateral spatial resolution of XRFS is rather poor
between 1 and 5 mm), and in-depth analysis is limited to a
ery thin surface layer because scant penetration depth (scarcely
00 �m) of X-rays [1], this technique is usually adequate for the
ccurate analysis of homogeneous and coated samples, when
oatings range from 0.1 to a few �m. In these cases both the
oating thickness and chemical composition of the underneath
aterial can be determined. However, corroded samples yield

rroneous results.
There are a number of analysis areas (namely, jewellery

ndustry, art, archaeological [7], coating and corrosion studies)
here distinction between surface and bulk composition is of

aramount importance. The use of XRFS in these fields makes
andatory polishing the superficial layer after surface analysis

or subsequent in-depth analysis, which can cause a significant
r dramatic damage to the sample.
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The joint use of XRFS and LIBS can be complementary as
he former provides screening information of the sample surface
nd the latter in-depth and spatial resolution. The complemen-
arity of these techniques can be of special interest in corrosion
tudies, as is the case with ancient coins, which often exhibit dif-
erent corrosion degree depending on the alloy, the conditions to
hich the coin has been subjected and its age. Coins of historical
alue must not be polished; thus, alloy composition of the coin
ulk cannot be determined by XRFS; on the other hand, LIBS
an provide in-depth resolution of the corroded zone, but low-
ower laser-shots may be used in order to obtain the required
hot-to-shot information of this soft zone, but sensitivity can-
ot be enough, particularly in the most external, more corroded
ayer.

This research has been aimed at demonstrating the comple-
entary use of LIBS and XRFS for corrosion studies, for which

ix ancient coins with different corrosion degree have been used.

. Experimental

.1. Instrumentation

.1.1. LIBS
The experimental set-up to carry out the laser-induced break-

own spectrometric method is depicted in Fig. 1, and was as
ollows: a Minilite II pulsed Nd:YAG laser (Continuum; Santa
lara, CA, USA) was used as excitation source, operating at the
rst harmonic, wavelength 532 nm, and at 1 Hz repetition fre-
uency. As the laser module does not permit to change the beam
nergy, it was modified by the joint use of (a) a pin-hole (70 mm
iameter) at the output of the resonance chamber; (b) a 33 mm
ocal length plane-convex lens (Oriel; Stratford, USA), 36 mm
utside diameter, 2–36 mm aperture range to disperse the beam

ca. 3 mm size at the output); and (c) an iris diaphragm set on
ts lowest aperture (2.5 mm i.d.) to control the beam size; thus,
he beam energy was 1.3 mJ. The pulse energy was measured
ith a ED-200L pyroelectric joulemeter (Gentec, Palo Alto,

u
t
s
M

Fig. 1. Experimental s
lanta 71 (2007) 97–102

A, USA), nominal sensitivity of 9.86 V J−1, coupled to a TDS
80 digital real-time oscilloscope (Tektronix, Wilsonville, OR,
SA). The beam was guided to the sample with a flat aluminised
irror (Oriel, 50 mm × 50 mm, coated with aluminium and over

oated with MgF2) and focused at normal incidence on the tar-
et by a 135 mm focal length plane-convex lens (Melles-Griot,
5 mm in diameter). Under these experimental conditions, the
rradiance on the target was 1.7 W cm−2. The radiation emitted
y the plasma was collected and transmitted by an Oriel 77564
used silica fiber optic to an Oriel 77400 Czerny-Turner 1/8 m

S125 spectrograph, equipped with an Oriel 77220 entrance slit
f 25 �m and an Oriel 77420 grating of 2400 grooves mm−1. The
pectrograph resolution was 0.2 nm. The linear dispersion was
.5 nm mm−1. The detector was an Andor-Oriel, Instaspec IV,
8430-V charge-coupled device, which consists of 1024 × 128
lements and a total photoactive area of 26 �m2, connected via
16-bit ISA card to a Pentium II microprocessor computer.
alibration of the detector was carried out with a laser-induced
mission spectrum of tin. A multiple I/O box (Oriel, IO-140)
llowed the connection between the Instaspec card and the laser
ower supply in order to synchronise the Q-switch with data
cquisition. The plasma emission signal was integrated using an
cquisition time of 17 ms and corrected by subtraction of the
ark signal. Interference of the continuum ration emitted at the
arliest stage of laser-induced plasma was decreased by baseline
orrection. The sample was placed in a manual X-Y-Z transla-
ion stage (Oriel, Model 16921), which made possible sample

anipulation as required. A 13.5 mm longitudinal movement
ould be achieved for the three axes with a mechanical resolution
f 10 �m. An M5L/50 optical distance laser sensor (Mikroelek-
ronik, Germany) was used for reproducible positioning of the
ample based on the triangulation principle.

Andor CCD software (Andor Technology, version 2.0) was

sed for management of the detection system. Each LIBS spec-
rum was displayed on the computer screen and stored for
ubsequent data handling. Data treatment was carried out by

icrosoft Excel (version 2003).

et-up for LIBS.
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.1.2. XRFS
An energy-dispersive Fischerscope X-ray XAN spec-

rometer (Helmut Fischer GmbH + Co. KG, Sindelfingen,
ermany) was used in this study. It consists of an X-ray

ube with a tungsten anode (50 kV/0.8 mA) and a sili-
on semiconductor detector (Peltier cooling at −30 ◦C;
nergy resolution 200 eV). The chamber dimensions
H × W × D = 90 mm × 320 mm × 460 mm) enable the analysis
f moderate large samples. A colour video microscope allows
he selection and view of the irradiated area with up to 25×

agnification. The spectrometer is equipped with two primary
lters, one of aluminium and the other of nickel.

Helmut Fischer software (WinFTM XAN, version 6.05-
DM) was used for management of the detection system.

The samples were analysed using an algorithm based on Fun-
amental Parameters.

.2. Samples

Six XVIIIth century ancient coins provided by the Archaeo-
ogical Museum of Montilla (Spain) were used for this research
nd subjected to the analytical procedure. These samples were
plit into two groups, each corresponding to a coin series with
dentical or very similar composition but different corrosion
egree; namely, coin series I, made up of coins 1, 2 and 3; coin
eries II, made up of coins 4, 5 and 6.

.3. Analytical procedure

.3.1. XRFS data acquisition and treatment
The first step was collection for 60 s of the XRFS spectrum

ithin a 2 mm diameter circumference for each coin in a sam-
ling zone at the centre of the coin.

Semiquantitative XRFS data treatment was carried out by
he fundamental parameters method, an atomic physics algo-
ithm that theoretically describes the interaction between the
nstrument and the analytes. It basically interprets the processed
-ray spectra into elemental composition, taking into account

he physical parameters of the spectrometer (namely, generation
f primary X-rays from the X-ray tube, secondary fluorescent
-ray production in the sample, inter-element matrix effects and
etection of the emitted X-rays) [8].
.3.2. LIBS data acquisition and treatment
Each sampling zone was divided into 36 sampling positions

ith 250 �m separation between them, as can be seen in Fig. 2.
hirty-six kinetic series, composed by 59 spectra each, were

3

a

able 1
lement composition obtained by XRFS analysis of the samples

ample Cu (%) Zn (%) Fe (%) As (%) Pb (%)

oin 1 81 1 3 3
oin 2 91 1 <1
oin 3 86 <1 6
oin 4 78 18 <1 3
oin 5 62 31 <1 <1 2
oin 6 78 7 <1 <1 3
Fig. 2. Distribution of sampling positions within a sampling zone.

btained by delivering 60 laser shots at each sampling position
nd deleting the spectrum from the first shot, which was not
eproducible. The spectral region selected for collecting plasma
mission measurements was 255–332 nm. The analytical signals
ere used after background correction of the raw spectroscopic
ata. The plasma emission lines from each element were com-
ared with those from tabulated data to carry out both qualitative
nalysis and in-depth characterisation [9,10].

After the 36 kinetic series, each composed by 59 spectra, were
btained from the 36 sampling positions, the spectrum from a
iven shot number in a sampling position was averaged with
ll spectra from to the same shot number in the other kinetic
eries. In other words, 2124 spectra (59 spectra from each of
he 36 sampling positions) were averaged in order to achieve
9 spectra which made up new kinetic series as layer average
rom the 36 original kinetic series. The data treatment results in
hese new kinetic series, which will be named as layer averaged
inetic series. Contrarily to the widely reported single-shot spec-
ra accumulation [11–15], in which a number of spectra obtained
rom a given sampling position are accumulated in order to
ncrease the signal-to-noise ratio (SNR) at the expenses of in-
epth information, the spectra from different sampling positions
re shot-to-shot averaged in layer averaged kinetic series so that
he in-depth information is retained and the SNR is improved
t the expenses of in layer information as the overall sampling
one is layered as a whole.

. Results and discussion
.1. XRFS studies

All samples were analysed by XRFS following the procedure
s described in Section 2 and the results obtained are shown in

Ca (%) Ag (%) Au (%) Sr (%) Sb (%) Cl (%)

10 <1 < 1 < 1 1
7 <1 <1

<1 <1 <1 6
<1 <1

4 <1
3 <1 8



1 l. / Ta

T
a

3

3

i
p
i
F
d
w
s
c
t
n
[
b

i
r
p
a
s

3

(
w

3
l
3
s
c
t

3
t
i
a
q
i
A
e
m
w
t
e
s
a
t
c
m
s
L

i
e

3
b
w
t
c
w
d
w

3

p
2
2
f
s
w

(
f
a
e

o
t

(

3
(
u
b
e
s
c

p
s
m
S

m
t
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able 1. Oxygen and sulphur have not been taken in this table
s XRFS does not provide information about them.

.2. LIBS studies

.2.1. Preliminary experiments
Owing to both the low-laser energy used in order to obtain

n-depth resolution and the high corrosion degree of the sam-
les, the lines of the LIBS spectra showed poor SNR, making
dentification of the lines attributable to impurities very difficult.
or this reason, the layer averaged kinetic series approach was
esigned taking into account the randomized nature of noise,
hich makes the different noise spectra cancel each other by

pectra averaging, whereas the atomic lines do not suffer can-
ellation as their appearance in the spectrum is not randomized,
hus improving the SNR (this parameter was calculated from the
oise within a spectral zone where the atomic lines are absent
16,17]) by the layer averaged kinetic series with respect to the
est SNR from the spectrum from a single sample position.

The layer averaged kinetic series provide layer-by-layer
nformation about the overall sampling zone; thus, as the impu-
ities distribution can vary from sampling position to sampling
osition, the atomic lines from impurities appeared in a layer
veraged kinetic series are not necessarily present on the whole
ampling zone layer.

.2.2. Study of the variables influencing LIBS
The three main parameters influencing plasma formation

namely, laser wavelength, laser energy and working distance)
ere studied.

.2.2.1. Selection of laser wavelength. Between the four wave-
engths available from the Nd:YAG laser (namely, 1064, 532,
55 and 266 nm), that at 532 nm was selected for present study
ince the optical elements required by the system are of lower
ost than those required in the UV region; furthermore, the beam
rajectory is easily observed, thus decreasing safety problems.

.2.2.2. Selection of laser energy. The dissociation and exci-
ation of the ablated mass, and therefore, the spectral emission
ntensity, are dependent on the plasma temperature. This temper-
ture is significantly increased by increasing laser energy; conse-
uently, higher laser energy improves sensitivity [18], decreases
n-depth-resolution and produces higher sample deterioration.
s in-depth resolution is of crucial importance in corrosion

valuation, the rough and porous nature of the corrosion film
ade convenient to reduce the laser energy to 1.3 mJ, which
as made by using a pin-hole, a lens and an iris diaphragm due

o the absence of an energy selector in the laser device [19]. This
nergy is appropriate to achieve in-depth resolution in the target
amples. Usually, this energy is not enough to obtain measur-
ble atomic lines when oxidized samples are involved owing to
he low relative concentration of metals in oxidized layers as

ompared with unaltered samples; but both the LIBS data treat-
ent used in this research and the information from the XRFS

pectra (from which the search for low-intensity lines in the
IBS spectra was carried out) makes possible to obtain suitable

Z
a
a
c
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nformation from very damaged samples using very low laser
nergy.

.2.2.3. Selection of the working distance. The distance
etween the focusing lens and the sample surface – known as
orking distance (WD) – dramatically influences the shape of

he ablation crater, which, for a given energy per pulse, is signifi-
antly deeper when the WD coincides with the focal length than
hen the beam is defocused. As for a better in-depth resolution a
efocused beam is needed, a WD = +2 mm was selected, which
as easily reproduced by using a distance sensor.

.2.3. Tomographic studies
The spectral lines selected for the tomographic study of com-

onents distribution were 324.85 nm for Cu, 330.35 nm for Zn,
60.02 nm for Fe, 318.03 nm for Ca, 288.53 nm for As and
83.30 nm for Pb, which were simultaneously monitored as a
unction of the laser shot. Nevertheless, some other elements
uch as Ag, Au, Cl, Sr and Sb, identified in the coins by XRFS,
ere not detected by LIBS.
LIBS sampling required a lateral displacement of 250 �m

see Fig. 2) between adjacent craters to avoid contamination
rom sampling-to-sampling positions during ablation, as well
s to obtain a representative sampling area of the target with
nough lateral resolution.

General restrictions of LIBS owing to the strong dependence
f the ablation process on certain physico-chemical properties of
he sample (to be taken into account in this study) are as follows:

(a) The ablation of targets with different elements proportion
produce variations in the amount of material ablated by each
laser shot; so the number of laser shots required to penetrate
each corrosion layer can be considered only as approxi-
mately indicative of its thickness.

b) Standards of known composition and matrix similar to that
of the samples (which are difficult to obtain) are required
for quantitative studies.

.2.3.1. Determination of coin composition. In-depth profiles
plots of signal intensity versus shot number) were carried out
sing the layer averaged kinetic series for each element detected
y LIBS, namely: Cu, Zn, Fe, Ca, As and Pb. Representative
xamples of the profiles of the main components in both coin
eries (namely, Cu and Fe in coin series I and Cu, Fe and Zn in
oin series II) appear in Fig. 3.

In-depth profiles were quite similar in both groups of samples,
ossibly due to the fact that the six coins were found in the same
ite and belonged to the same century (according to the infor-
ation provided by the Archaeological Museum of Montilla,
pain) and, therefore, affected by similar corrosion processes.

Fig. 3 shows that the atomic line monitored for Cu reaches a
aximum at 10–15 shots and then decreases slightly, meanwhile

he atomic lines monitored for Fe (in the two coins series) and

n (only present in coin series II) increase up to the shot 15–30
nd levelled off for higher shot number. The first increase in the
tomic lines of the three elements may be ascribed to decreased
orrosion as the depth of the crater increases. The subsequent
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traction of the intensity of the given atomic line in the layer
corresponding to the second shot (the first one was rejected due
to lack of reproducibility) from that obtained in (1). It has been
checked that the magnitude thus obtained is directly related to
Fig. 3. In-depth profiles of the main elements in the coins: (—) copper, (· ·

ecrease for copper and the increase for Fe and Zn lines can
e explained as an oxidation effect which produces a surface
nrichment in the most noble metals; phenomenon reported for
everal ancient alloys [20,21].

Iron was either detected at very low concentration or not
etected in the XRFS screening of both coin series. Monitoring
he atomic line of Fe by LIBS (promoted by XRFS screening),
nabled assessment of Fe as an alloy component; this was con-
rmed by the differences of its in-depth profile with respect to
typical element of the corrosion layer, as shown in Fig. 4 for
b. Layer averaged kinetic series also helped to assess the pres-
nce of Fe in the sample by increasing SNR and thus making
asier identification of its atomic line for subsequent monitor-
ng. Moreover, the in-depth profiles obtained by layer averaged
inetic series from a coin are much better defined than those cor-
esponding to single kinetic series (obtained from a sampling
osition), thus allowing an easier characterisation of in-depth
rofiles for the two types of profiles of a copper-based coin, as
an be seen in Fig. 5.

.2.3.2. Distribution of impurities. A study of the surface and
n-depth distribution of impurities has also been carried out for
s, Pb and Ca. In addition, other impurities such as Ag, Au, Cl,
r and Sb were identified by XRFS screening, but any atomic
IBS line could be assigned to them under the working condi-

ions. The information on coin composition provided by XRFS
creening made the assignation of atomic lines to As, Pb and Ca
asier, as it allowed the search for atomic lines for each element

n a database; then, a search of these atomic lines in the spectra
as carried out.
The shot number at which the atomic line chosen for each ele-

ent disappears (the disappearance shot number, dsn) was col-

ig. 4. In-depth profiles of Fe, major component (- - -), and Pb, impurity (—),
n coin 2.

F
a
3

n, (- -) Zn. Profiles in (A) correspond to coin 2, and those in (B) to coin 4.

ected at each sampling position. This parameter varies largely
epending on both the element and the coin, even within a given
eries. In some sampling positions, the dsn takes the extreme
alues: zero (which means that the element is not present in that
ampling position) and higher than 60 (which indicates that the
orrosion layer has not been surpassed by the 60 shots delivered).

The dsn for a given element at each sampling position,
s three-dimensionally plotted in Fig. 6, provides information
bout how the element is distributed both on the surface and
n-depth in a sampling zone.

In the two series of samples analysed the impurities are
istributed heterogeneously, with remarkable differences from
ampling position to sampling position.

.2.4. Corrosion degree
The relationship between intensity of LIBS lines and corro-

ion degree of the sample is based on the following facts: (a) the
ncrease of corrosion decreases the height of the atomic lines;
b) the intensity of a given atomic line increases by increasing
he shot number as a consequence of corrosion decrease. These
acts enabled development of a methodology to asses the cor-
osion degree which consists of: (1) selection, within the layer
veraged kinetic series, of the layer where the atomic line of the
lement under study reaches the maximum intensity; (2) sub-
ig. 5. In-depth profile of copper from layer averaged kinetic series (thick line)
nd single kinetic series (thin lines). For better comprehension, only nine of the
6 single kinetic series making up a layer averaged kinetic series are shown.
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ig. 6. Distribution of Ca (coin 6) and Pb (coin 4) are plotted in (A) and (B), re
ampling zone.

he corrosion degree of the sampling zone. Applied to the three
oins making up coin series I, the results are as follows: at the
ore deteriorated coin (coin 1) the value of this parameter is

814 counts, and that of the less deteriorated coin (coin 2) is
42 counts. This value is 1042 counts for coin 3, which cor-
esponds to an intermediate corrosion degree, as foreseeable.
imilar results were obtained from the second coin series, thus
onfirming the validity of the proposed approach.

Another way to evaluate the corrosion degree in metal-
ic alloys is by the layer averaged kinetic series SNR. The
NR improvement from the use of layer averaged kinetic
eries with respect to the SNR obtained from a single spec-
rum is proportional to the corrosion degree. Thus, improve-

ents ranging between 90 and 300%, depending on the selected
oin, were found; the higher improvement corresponded to
he more corroded samples and vice versa. The corrosion
equences thus obtained coincided with those provided by visual
xamination.

. Conclusions

Complementary aspects of the two atomic techniques used
or the corrosion study here presented are as follows:

1) Sample screening by XRFS prior to LIBS studies facilitates
assigning of atomic lines in the spectrum from the latter.

2) Semi-quantitative information of superficial elements pro-
vided by XRFS is absent in LIBS information.

3) In-depth lateral and tomographic information characteristic
of LIBS cannot be obtained by XRFS.

4) Examples of complementarity of both atomic techniques
in the present research are (a) the detection of impurities
such as Ag, Cl, Au, Sr and Sb by XRFS, which did not
appear in LIBS spectra, thus demonstrating both their very
superficial location and low concentration; (b) the absence
of iron in the XRFS screening, despite this element was a
major component in the alloy, as demonstrated by LIBS.

In addition, the layer averaged kinetic series here proposed
ave shown to be useful for enhancing the SNR in homogenous

orrosion by facilitating layer-by-layer study in the detriment of
ne-sampling position information. Nevertheless, only elemen-
al composition is provided by both techniques, in contrast to
he combination of techniques such as synchrotron radiation–X

[

[

ively, vs. the disappearance shot number for the 36 sampling positions of each

ay diffraction (SR–XRD) which provides information on the
ineralogy of the compounds involved.
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bstract

A simple and versatile protocol, based on use of solid phase extraction on strong ion exchangers and off-line detection by flame atomic absorption
pectrometry, was devised to fractionate iron and zinc in common dietary food and beverages products, i.e., bee honeys, fruit juices and tea infusions.
n the procedure proposed, cation exchanger Dowex 50Wx4 and anion exchanger Dowex 1x4 were used separately for distinguishing broadly meant
he cationic metal fraction and the fraction of stable anionic metal complexes, respectively, after retention of metal species and their exhaustive

lution by means of a 4.0 mol l−1 HCl solution. The third fraction, referred to the residual metal species, was retrieved by difference between total
oluble metal contents and sum of metal quantities in separated cationic and anionic fractions. The fractionation pattern observed for both metals
as described and discussed.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Solid phase extraction (SPE) on ion exchange sorbents is a
ery useful technique for the enrichment of metal ions present
n liquid samples at levels lower than the detection range of
ommonly applied in laboratories such instrumental method
f detection as flame atomic absorption spectrometry (FAAS)
1–3]. In relation to liquid-liquid extraction, application of
acked columns or cartridges prior to concentration of metals
rom sample solutions by their sorption on solid phase of sor-
ents and subsequent quantitative recovery by solvent elution,
ndeed reduces analysis time, costs and labor, and provides, in
ddition, reasonably high pre-concentration factors. The tech-
ique is convenient as well for cleaning up the samples or
eparation of interfering matrix components, usually disturbing
he detection of metals [3].

Another impressive capacity of SPE on ion exchangers or

dsorbents lies in the possibility for distinguishing and selective
solation of different metal groupings of comparable chemical
haracteristics. Such property offers the opportunity for frac-

∗ Corresponding author. Tel.: +48 71 3203445; fax: +48 71 3284330.
E-mail address: pawel.pohl@pwr.wroc.pl (P. Pohl).
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.04.013
e atomic absorption spectrometry

ionation of metals into different groups of compounds and can
e valuable for study of metal bioavailability or prediction of
heir effect on living organisms existing in natural waters [4].

The protocol in which metals species are classified accord-
ng to their size association by filtration through a defined pore
ize filter, and then, further differentiation of metals compounds
ccurring in the separated soluble fraction is performed owing
o their affinity, charge, hydrophobicity, solubility or lability
sing SPE and different sorbent–metal interaction mechanisms
as been established so far for water researches. This approach
s accepted nowadays to be much better in the assessment of
ioavailability and toxic effect of metals than detailed speciation
nalysis aiming the exact definition of molecular forms of met-
ls and structure of ligands complexing the metal ions [4]. Such
ethod is cheaper, simpler and more versatile in comparison

o the speciation analysis by means of hyphenated techniques,
hich is impractical and even impossible to carry out in many

ases due to a large number of the individual metals species
ccurring in water samples.

There is a growing evidence that the operationally defined

ractionation protocol based on use of SPE, except for water
amples, might be used to determine the distribution of metals
mongst the defined chemical species in dietary food and bev-
rages, yielding useful knowledge on nutritional value, safety
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r authenticity of analyzed products. Previously, different anion
nd cation exchange resins as well as chelating and adsorbing
edia were applied to fractionation of metals in that sort of sam-

les, e.g., Cu and Mn in milk [5]; Al and Mn in tea infusions
6–8]; Cu, Fe and Zn in wines [9]; or Cd, Co, Cu, Fe, Mn, Ni and
n in beers [10,11], providing valuable information on charge
f metal species or their distribution.

To the best of our knowledge there are no published reports
oncerning the fractionation of metals, including such essen-
ial and nutritional microelements as iron and zinc, in honeys
nd juices; usually total contents of these metals are measured
nd reported [12–16]. Direct experimental evidence on classi-
cation of Fe and Zn groupings in tea infusions is occasional

oo [17]. Therefore, in the present study, the protocol of oper-
tional fractionation of Fe and Zn in bee honeys, fruit juices
nd tea infusions was developed to retrieve the information on
harge and distribution of these metal species. It was based on
olid phase extraction of distinct metal fractions on strong cation
xchanger Dowex 50Wx4 and strong anion exchanger Dowex
x4 used separately. In terms of usefulness of other sorbents for
etention of cationic species of metals in question, weak cation
xchanger Diaion WT01S and chelating resin Duolite GT73,
iffered from Dowex 50Wx4 with regard to the type of interac-
ions between specific functional groups of the resins and metal
ations, were also examined. The concentrations of Fe and Zn
ere determined using flame atomic absorption spectrometry

FAAS).

. Experimental

.1. Instrumentation

A flame (air–acetylene) atomic absorption spectrometer
erkin Elmer 1100B (Germany) with deuterium background
orrection was used for all experiments. The absorbance was
easured at 248.3 and 213.9 nm using ordinary hollow cath-

de lamps operated at 15 and 8 mA, respectively for Fe and
n. Other working conditions applied to the instrument were

hose recommended by the manufacturer, i.e., acetylene flow
ate −2.5 l min−1, air flow rate −8.0 l min−1, sample aspiration
ate −2.0 ml min−1, spectral bandwidths −0.20 and 0.70 nm,
espectively for Fe and Zn. The signal-processing selected for
easurements was a “hold” mode with an integration time of
s and a three-read cycle. The calibration was based on five

eference analyte solutions and performed using two-coefficient
quations.

A digital pH-meter PM1 (TMS Electronics, Poland) with a
ombined electrode was applied for measuring the pH of sample
olutions.

.2. Materials and reagents

The resins used in this work, i.e., strong acidic, gel-type

ation exchanger Dowex 50Wx4 (200–400 mesh, sulfonic acid);
eak acidic, highly porous cation exchanger Diaion WT01S

100–200 mesh, carboxylic acid); chelating, macroporous resin
uolite GT73 (16–50 mesh, thiol); strong basic, gel-type anion

t
t

s

71 (2007) 411–418

xchanger Dowex 1x4 (100–200 mesh, trimethylbenzyl ammo-
ium), were supplied by Supelco (USA).

Glassware employed throughout the experiments was made
rom Pyrex. Before use, it was soaked for 24 h in a 28% (m/v)
olution of HNO3 and then, rinsed thoroughly with doubly dis-
illed water.

All reagents applied were of analytical grade. Doubly
istilled water was used throughout. Stock standard solutions
f Fe(III) and Zn(II) at concentrations of 1000 �g ml−1 were
urchased from Merck (Germany). Other chemicals, that is
oncentrated nitric acid (HNO3), concentrated hydrochlo-
ic acid (HCl), 30% (m/v) solution of hydrogen peroxide
H2O2), sodium hydroxide (NaOH), potassium dihydro-
en phosphate (KH2PO4), potassium hydrogen phthalate
C8H5KO4) and dipotasium salt of ethylenediaminetatraacetic
cid (C10H14N2K2O8·2H2O, EDTA) were obtained from
OCH (Poland).

Mixed, 100-ml working solutions, containing metals of inter-
st at concentrations of 1.0 and 0.20 �g ml−1, respectively for
e and Zn, were prepared daily by dilution of stock solu-

ions with water. Before topping up with water, the solutions
ere adjusted to appropriate pH by addition of 10 ml of two-

omponent buffers, i.e., 0.05 mol l−1 solution of C8H5KO4 con-
aining NaOH at concentration of 1.3, 8.7, 23 and 37 mmol l−1,
orrespondingly, for pH of 4.0, 4.5, 5.0 and 5.5; 0.05 mol l−1

olution of KH2PO4 comprising NaOH at concentration of 5.6
nd 14 mmol l−1 for pH of 6.0 and 6.5, respectively. Mixed,
00-ml solutions of anionic complexes of Fe (1.0 �g ml−1) and
n (0.20 �g ml−1) with EDTA were prepared using 10 ml of a
.10 mol l−1 solution of EDTA. For buffering, 10 ml of appro-
riate two-component buffering solutions were added. After
ixing and topping up with water, the solutions were heated

o about 70 ◦C and let to equilibrate for 48 h.

.3. Column operation

For solid phase extraction, Supelco glass columns (1.0 cm in
iameter) ended with frits and stopcocks were packed with resins
s received (approximately 1.2 g) using slurry method. Before
se, resin beds of cation exchangers were pre-conditioned. At
rst, rinsing with 25 ml of water was proceeded, followed by
0 ml of a 2.0 mol l−1 solution of HCl. After that, the resin beds
ere washed with 25–75 ml of water, dependently on the resin

ype used, and next, rinsed with 10 ml of a 1.0 mol l−1 solution
f NaOH. Finally, successive washing with water was carried
n. The conditioning treatment of anion exchange resin Dowex
x4 included rinsing with 25 ml of water, followed by 10 ml of
.0 mol l−1 HCl solution, and then, washing with 25 ml portion
f water.

Each experiment relating to study of sorption and desorption
roperties of Fe and Zn on the sorbents applied was repeated
hree times. The procedural column blanks were performed and
onsidered in calculations. The flow rates of the solutions and

he eluents passed through the columns were controlled by a
wo-channel peristaltic pump.

To evaluate the influence of the flow rate with which the
olutions were propelled through the resin beds on the retention
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fficiency of Fe and Zn on ion exchange resins, working solu-
ions of metals under consideration, adjusted to pH of 5.0, were
riven through the columns with the flow rate of 1.0, 2.0 and
.0 ml min−1, correspondingly. The effect of the solution pH on
he retention of metals on the resins was investigated by passing
he working solutions of Fe and Zn, adjusted to pH values equal
o 4.0, 4.5, 5.0, 5.5, 6.0 and 6.5, through the columns with the
ow rate of 1.0 ml min−1. In all cases above, about 20 ml por-

ions of column effluents were collected and next analyzed on
he content of Fe and Zn using FAAS. In order to determine the
mounts of metals retained by the resins as percentage reten-
ion efficiencies, metal quantities found in the effluents were
ompared to their concentrations in loaded solutions.

The desorption of Fe and Zn from the resins was studied
y elution with HCl and HNO3 solutions corresponded to the
oncentrations of 1.0, 2.0 and 4.0 mol l−1. Accordingly, after
assing 100-ml two-component working solutions of Fe and Zn
pH 5.0) through the columns at the flow rate of 1.0 ml min−1,
0 ml of the selected eluents were driven through them at the
ame flow rate and portions of the eluates (10 ml) were col-
ected prior to the analysis by the FAAS method. To evaluate the
ercentage recovery efficiencies for Fe and Zn, metal concentra-
ions determined were compared to their initial concentrations
n the solutions loaded onto the columns.

In addition, the influence of matrix constituents, that is Ca
nd Mg, present in analyte solutions at concentrations of 20,
0 and 100 �g ml−1, respectively, was researched on retention
fficiencies of Fe and Zn on Dowex 50Wx4 and Dowex 1x4. For
hat purpose, 100-ml working solutions of Fe (1.0 �g ml−1) and
n (0.20 �g ml−1), buffered to pH 5.0, were passed through the
olumns at the flow rate of 1.0 ml min−1. To recover the metals
rom the resin beds, 10 ml of 4.0 ml l−1 HCl solution were used.

.4. Sample treatment and analysis

Acacia, multi-flower and mixed flower-honeydew honeys,
pple juice, black currant nectar, green China leaf tea Loyd and
lack India granulated tea were analyzed. All the samples were
vailable on the market in Poland. Before analysis they were
ept in the laboratory in the original packing.

Honeys (2.5 g sample portions) were dissolved in water
btaining sample solutions of volume of 100 ml. Resulted honey
olutions as well as juices after opening (500 ml) were filtered
hrough 0.45 �m pore size Nylon 66 filters (Supelco, USA). Fil-
ers were digested in the mixture of concentrated HNO3 and 30%
m/v) H2O2 by heating on a hot plate in glass beakers covered
ith watch glasses. For that purpose, two 5-ml portions of HNO3
ere added until no solid residues were observed. After that, the

olutions were let to cool and 5 ml of H2O2 were added subse-
uently. Heating was carried on to evaporate the solutions nearly
o dryness. The aliquots left were quantitatively transferred to
5 ml volumetric flasks and taken up with water to volume. The
esulting sample solutions were subjected to analysis by FAAS.
Total concentrations of Fe and Zn in the filtrates (dissolved
raction) of honey solutions and juices were determined directly
y FAAS. Before measurements, samples were acidified with
oncentrated HNO3 to final concentration of 5% (m/v).

c
s
o
(
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Tea infusions were prepared by pouring 5.0 g portions of
ea leaves or granulates with 500 ml portions of boiling dou-
ly distilled water. After 10 min of brewing, the infusions were
eparated from the grounds by filtration using 3W paper filters
Filtrak, Germany). Total contents of Fe and Zn in the infusions
ere measured by the FAAS method directly in the samples

cidified only with HNO3 to final concentration of 5% (m/v).
Total amounts of Fe and Zn in teas analyzed were deter-

ined after complete digestion of the samples in the mixture of
oncentrated HNO3 and 30% (m/v) H2O2. Tea leaves and gran-
lates were initially grounded in an agate mortal. Portions of
esulting powders of mass of 0.5 g were placed in glass beakers
nd poured with 5 ml of HNO3. The beakers were covered with
atch glasses and left overnight. Afterwards, another 5-ml por-

ions of HNO3 were added and the beakers were heated on a
ot plate until no fumes of nitrogen oxide were observed. After
ooling, 5 ml of H2O2 were added and heating was continued.
fter evaporation almost to dryness, aliquots were taken up with
ater to 50 ml and filtered through quantitative 3H paper filters

Filtrak, Germany) prior to measurement by means of FAAS.
For each sample preparation procedure, three independent

xperiments were performed; the respective blind samples were
repared as well.

.5. Recovery test

The quality of direct measurements of Fe and Zn in honey
olutions, juices and tea infusions, as well as determinations of
hese metals in digests, was verified by performance of recov-
ry tests. For that purpose, samples were spiked with Fe and Zn
n quantities being very close to analyte concentrations in the
amples, i.e., from 0.15 to 2.0 �g ml−1 for Fe and from 0.040 to
.35 �g ml−1 for Zn. The recoveries of Fe and Zn determined
fter accomplishment of the respective procedures and analyses,
ere in the range from 93.0 ± 0.4 to 101 ± 1% what indicated

hat matrix components of analyzed samples had insignificant
nfluence on measurements of both metals studied in this con-
ribution.

.6. Fractionation scheme

For fractionation of Fe and Zn, filtrates of honey solutions
100 ml), juices (50 ml) and tea infusions (50 ml) were passed
ith the flow rate of 1.0 ml min−1 through the columns packed
ith strong cation exchanger Dowex 50Wx4 and strong anion

xchanger Dowex 1x4 prior to sorption of distinct metal group-
ngs. After that, metal species retained on the columns were
luted using 10 ml of a 4.0 mol l−1 HCl solution. For that aim,
he eluent was passed through the resin beds at the flow rate of
.0 ml min−1. The respective eluates collected were subjected
o analysis by means of FAAS in order to determine the concen-
rations of the fractions separated by solid phase extraction.

Metal groupings classified through that protocol were the

ationic fraction (B) comprising free cations of Fe and Zn,
table cationic complexes of both metals with inorganic and
rganic ligands as well as labile metal species of different charge
cationic, anionic and/or neutral) that might dissociate on the
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Table 1
Percentage retention efficienciesa of Fe and Zn vs. solution pH

Resins pH

4.0 4.5 5.0 5.5 6.0 6.5

Fe
Dowex 50Wx4 100 99.8 99.8 99.5 99.5 99.6
Diaion WT01S 99.8 99.8 99.8 99.4 98.8 97.6
Duolite GT73 99.1 99.1 99.0 97.2 99.0 98.2
Dowex 1x4 99.8 99.8 99.6 99.2 99.5 99.4

Zn
Dowex 50Wx4 100 100 100 100 100 100
Diaion WT01S 100 100 99.9 100 99.2 99.7
Duolite GT73 100 99.9 100 100 99.6 99.2
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ig. 1. Scheme of Fe and Zn fractionation procedure based on solid phase extrac-
ion using Dowex 50Wx4 and Dowex 1x4 resins.

olumn of the cation exchanger, and the anionic fraction (C) con-
aining stable anionic complexes of Fe and Zn with inorganic and
rganic ligands. Additionally, the third, residual metal fraction
D) was distinguished by subtraction of the sum of metal con-
entrations in the cationic and the anionic fractions from their
otal contents (A) in the samples. Schematic flowchart showing
he procedure applied to the fractionation of Fe and Zn is given
n Fig. 1.

. Results and discussion

At the outset, the sorption properties of Fe(III) and Zn(II)
ations toward the selected cation exchangers, that is Dowex
0Wx4, Diaion WT01S and Duolite GT73, in addition to reten-
ion behavior of anionic complexes of Fe(III) and Zn(II) with
DTA on anion exchanger Dowex 1x4 were investigated under
arious experimental conditions referred to the flow rate at which
he solutions were passed through the resin beds and the pH of
he solutions loaded onto the columns.

.1. Sorption properties of Fe and Zn ions toward different
xchangers

The influence of the flow rate of the solutions through the
olumns on the sorption efficiency of Fe and Zn for the resins
pplied was investigated for three different settings, i.e., 1.0, 2.0
nd 4.0 ml min−1. The standard deviations of single retention
fficiencies determined for three independent replicates under
articular conditions were in the range from 0.3 to 1%.

It was found that among the cation exchangers studied, the
ow rate had no significant effect on the retention behavior of
e and Zn on finer particle size resins, that is 200–400 mesh
ize Dowex 50Wx4 and 100–200 mesh size Diaion WT01S. In
ase of Dowex 50Wx4, the average retention efficiency, esti-
ated as mean value for the individual retention efficiencies

btained under the flow rates examined, was equal to 99.6 and

00%, respectively for Fe and Zn. For Diaion WT01S resin, the
espective average retention efficiencies were corresponded to
9.0% for Fe and 100% for Zn. The metal uptake by Duolite
T73 resin was determined to decrease successively with the

r
t
v

Dowex 1x4 100 100 100 100 100 100

a Mean values for three independent replicates.

ncrease of the flow rate, most likely due to the particle size of
he resin beads (15–60 mesh) [18]. Consequently, passing the
olution through the resin beds at the flow rate of 1.0 ml min−1,
t was assessed that the retention of Fe and Zn was 98.1 ± 0.7 and
8.3 ± 0.5%, correspondingly. At the flow rate of 4.0 ml min−1,
t was diminished just to 81.6 ± 1.0% for Fe and 78.8 ± 0.7% for
n. In case of anion exchange resin Dowex 1x4 (100–200 mesh
ize), the average retention efficiency established for the flow
ates investigated was quantitative for both metals in question,
.e., 99.0% for Fe and 99.8% for Zn.

The percentage of Fe and Zn bound by the resins versus pH of
he solutions was investigated for the conditions matching the
cidity of analyzed bromatological samples, i.e., in the range
rom 4.0 to 6.5. The results for the resins studied are given
n Table 1. Standard deviation of a single retention efficiency
ssessed for three replicates reached maximally 1.5%.

It was found that for strong acidic cation exchanger Dowex
0Wx4 and strong basic anion exchanger Dowex 1x4, both pos-
essing active ion exchange sites at any pH value due to nearly
omplete dissociation of their functional groups [3,18], the
etention of cations of Fe(III) and Zn(II) and negatively charged
omplexes of these metals with EDTA, occurred through ion
xchange interactions and was exhaustive in the whole stud-
ed pH range. The average retention efficiencies for Fe and Zn,
alculated as mean values of individual retention efficiencies
ttained for distinct pH value, were equal to 99.8 and 100% in
he case of Dowex 50Wx4 and 99.6% and 100% for Dowex 1x4,
espectively.

For weak cation exchanger Diaion WT01S containing car-
oxylic acid functional group, which complete dissociation
ccurs at pHs greater than pKa value equal to about 4.8, the
etention of metal cations through ionic interactions [19] and
ossibly via metal-donor oxygen atom attractions [3] was also
uantitative at each solution pH studied. The average retention
fficiency for Fe and Zn for that resin was established to be 99.2
nd 99.8%, correspondingly.

The complete retention of Fe and Zn cations (the average

etention efficiency was calculated to be 98.7 and 99.8%, respec-
ively) observed for Duolite GT73 resin of functionality pro-
ided by thiol group, likely took place by chelation of Fe3+ and
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Table 2
Percentage recovery efficiencies of Fe and Zn for cation exchange resins obtained using HCl and HNO3 solutions (10 ml)

Eluent Recovery efficiencya (%)

Dowex 50Wx4 Diaion WT01S Duolite GT73

Fe Zn Fe Zn Fe Zn

1.0 mol l−1 HCl 17.6 ± 1.9 9.2 ± 0.5 75.4 ± 1.3 103 ± 2 65.1 ± 2.0 67.9 ± 2.7
2.0 mol l−1 HCl 94.0 ± 0.7 97.5 ± 2.2 80.2 ± 1.2 99.5 ± 4.4 81.4 ± 3.2 84.2 ± 2.0
4.0 mol l−1 HCl 97.3 ± 1.2 101 ± 2 86.0 ± 1.2 98.0 ± 2.2 106 ± 4 91.8 ± 6.2

1.0 mol l−1 HNO3 1.9 ± 0.4 4.9 ± 0.8 63.3 ± 1.2 98.4 ± 2.0 65.2 ± 2.2 89.9 ± 3.8
2 −1 70.4
4 67.2
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.0 mol l HNO3 69.9 ± 0.6 91.0 ± 2.3

.0 mol l−1 HNO3 83.6 ± 3.0 95.7 ± 4.4

a Mean value ± 1S.E. for three independent replicates.

n2+ as both metal cations exhibit high affinity toward donor
ulfur atom containing groups [3,20].

.2. Elution conditions

With respect to interactions ascribed to the retention of Fe
nd Zn, for the elution of metals from cation exchange resins
Dowex 50Wx4, Diaion WT01S, Duolite GT73), moderately
oncentrated (1.0, 2.0 and 4.0 mol l−1) solutions of HCl and
NO3, commonly used for stripping of transition metals [18],
ere applied. The percentage recoveries of Fe and Zn obtained
sing 10 ml portions of the eluent solutions employed are given
n Table 2.

It was ascertained that moderately concentrated solutions of
Cl, capable of forming positively charged complexes of Fe(III)

nd Zn(II), were more convenient for desorption of both met-
ls from the resin beds than HNO3 solutions. And thus, the
pplication of 10 ml portions of HCl solutions at concentrations
orresponded to 2.0 or 4.0 mol l−1 led to complete retrieval of
e and Zn from Dowex 50Wx4. For Diaion WT01S, all HCl
olutions used in quantity of 10 ml were suitable for quantita-
ive recovery of Zn. Usage of HNO3 solution produced the same
ffect. Stripping of Fe from the resin under these conditions did
ot exceed 86%. Only usage of 20 ml portion of a 4.0 mol l−1

Cl solution facilitated the complete recovery of that metal. In
ase of Duolite GT73, the application of 4.0 mol l−1 solution of
Cl led to obtain quantitative desorption of Fe and Zn as well.
For strong anion exchanger Dowex 1x4, similarly as for the

trong cation exchanger, usage of 10 ml of 2.0 or 4.0 mol l−1

olutions of HCl was appropriate for quantitative recovery of Fe
nd Zn; the recovery efficiencies determined were from 95.0 to
00% on average.

Considering sorption and desorption properties of studied
esins, for the fractionation analysis of Fe and Zn in dietary prod-
cts under discussion, strong cation exchanger Dowex 50Wx4
nd strong anion exchanger Dowex 1x4 were chosen for solid
hase extraction of distinct species of these metals. Diaion
T01S and Duolite GT73 resins were rejected due to difficulties

n elution and susceptibility to solution flow rate.

In addition, for selected resins, the influence of the concen-

ration of matrix elements on the retention efficiency of Fe and
n was examined. According to the mineral composition and

ypical amount of macrocomponents reported in the literature

t
z
e

± 1.1 98.4 ± 2.0 76.9 ± 3.0 94.2 ± 1.8
± 9.4 90.4 ± 3.3 82.3 ± 2.0 102 ± 3

or honeys, juices and teas [12–16,21,22], calcium and mag-
esium were chosen as the main matrix constituents for that
xamination. Their final concentration corresponded to 20, 50
nd 100 �g ml−1.

It was determined that the presence of both alkaline earth
etals had no effect on sorption of Fe and Zn by Dowex 50Wx4

nd Dowex 1x4. The recoveries found using 10 ml 4.0 mol l−1

Cl were varied from 98.7 ± 4.3 to 101 ± 6% for Fe and from
7.2 ± 1.7 to 104 ± 1 for Zn for both resins.

.3. Determination and fractionation of Fe and Zn

Total concentrations of Fe and Zn determined in the analyzed
amples (column A) as well as distribution of fractions separated
y the developed fractionation protocol, i.e., cationic fraction
column B), anionic fraction (column C) and residual fraction
column D), are given in Tables 3 and 4.

.3.1. Honeys
It was ascertained that iron and zinc were present in solutions

f honeys in the form of the dissolved fraction (<0.45 �m); the
oncentrations of both metals in the solutions of digests of the
lters were below the detection limit of FAAS established for
e and Zn as 0.005 and 0.002 �g ml−1 (2σ criterion), respec-

ively. In Polish honeys, distinguished fractions of Fe were very
qually abounded. The percentage contribution of broadly meant
ationic fraction, comprising free cations, stable cationic com-
lexes, as well as labile metal species of different charge that
issociate on the column, was within 25–40% in relation to
he total dissolved metal concentration. The contribution of the
nionic fraction amounted to 31–40% comparing to the total
etal content while the fraction of residual Fe species ranged

rom 29 to 42%.
In case of zinc, the predominant metal groupings were the

ationic species as the percentage content of that fraction varied
rom 85 to nearly 100%. The contributions of anionic and resid-
al fractions were minor and did not exceed more than 8%. In
olish honeys, the donations of these two fractions for Zn were
ery comparable.
For honey being the mixture of honeys from different coun-
ries of European Union, the fractionation pattern of iron and
inc was quite different from that observed for Polish hon-
ys. Consequently, the predominant class of Fe species was the
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Table 3
Fractionation analysis of Fe in solutions of honeys, fruit juices and tea infusions

Sample Origin pH A B C Da = A − (B + C)

Honeys (in �g g−1)
Acacia Poland 4.8 3.70 ± 0.07 24.6 ± 7.6 33.2 ± 10.0 42.2 ± 12.7
Multi-flower Poland 5.0 6.16 ± 0.10 40.1 ± 3.9 30.8 ± 3.4 29.1 ± 5.4
Multi-flower UE countries 4.6 9.53 ± 0.58 14.9 ± 1.2 12.5 ± 0.9 72.6 ± 6.3
Honeydew Poland 4.8 5.20 ± 0.02 25.2 ± 3.5 40.2 ± 0.2 34.6 ± 3.5

Fruit juices (in �g ml−1)
Apple Poland 3.8 0.570 ± 0.040 22.8 ± 0.7 55.1 ± 0.4 22.1 ± 7.0
Black currant Poland 4.0 1.92 ± 0.09 59.4 ± 0.5 39.5 ± 0.2 1.1 ± 4.7

Tea infusions (in �g ml−1)
Greenb China 5.2 0.138 ± 0.039 52.2 ± 12.3 39.1 ± 10.1 8.7 ± 32.6
Blackc India 5.2 0.157 ± 0.017 40.8 ± 4.4 28.0 ± 4.4 31.2 ± 12.7

A, total concentration; B, percent contribution of cationic fraction; C, percent contribution of anionic fraction; D, percent contribution of residual fraction. Error
terms denote 1S.D. for three independent replicates.

r
d
a
t
(
(

3

c
w
c
n

g
c
r
a

c
n
(

j
i
d

3

e
t
3
i

T
F

S

H

F

T

A
t

a Propagated S.D. is given.
b Total content equal to 194 ± 8 �g g−1.
c Total content equal to 223 ± 13 �g g−1.

esidual fraction which contributed to almost 73% of the total
issolved metal quantity. The percentage content of cationic and
nionic fractions was equal to 15 and 12%, respectively. For zinc,
he main fraction was also that containing residual inert species
50%) but the donation of the cationic fraction was comparable
41%).

.3.2. Fruit juices
For samples of apple juice and black currant nectar, the con-

entration of Fe in the separated particulate fraction (>0.45 �m)
as found to be 0.010 and 0.004 �g ml−1, respectively. The con-

entration of that fraction for Zn in apple juice and black currant
ectar was equal to 0.003 and 0.001 �g ml−1, correspondingly.

In the soluble fraction (<0.45 �m) of apple juice, the main

roupings of Fe species were stable anionic complexes; the per-
entage contribution of the anionic fraction was equal to 55% in
elation to the total dissolved metal concentration. The percent-
ge contents of cationic and residual fractions of iron were very

i
l

t

able 4
ractionation analysis of Zn in solutions of honeys, fruit juices and tea infusions

ample Origin pH A

oneys (in �g g−1)
Acacia Poland 4.8 0.830 ± 0.08
Multi-flower Poland 5.0 11.5 ± 0.1
Multi-flower UE countries 4.6 3.31 ± 0.47
Honeydew Poland 4.8 2.79 ± 0.02

ruit juices (in �g ml−1)
Apple Poland 3.8 0.130 ± 0.00
Black currant Poland 4.0 0.340 ± 0.00

ea infusions (in �g ml−1)
Greenb China 5.2 0.108 ± 0.01
Blackc India 5.2 0.079 ± 0.01

, total concentration; B, percent contribution of cationic fraction; C, percent contr
erms denote 1S.D. for three independent replicates.

a Propagated S.D. is given.
b Total content equal to 31.6 ± 1.7 �g g−1.
c Total content equal to 29.4 ± 2.4 �g g−1.
orresponding, i.e., 23 and 22%, respectively. In black currant
ectar, the most abounded fractions of Fe species were cationic
59%) and anionic (40%) ones.

The predominant grouping of Zn species in both analyzed
uices was the cationic fraction; more than 90% on average
n relation to the total dissolved metal content. The percentage
onation of anionic and residual fractions was less than 8%.

.3.3. Tea infusions
The efficiency of extraction of studied metals from teas,

xpressed as amount of soluble metals in the infusions related to
heir total concentrations, was established to be 7.1% for Fe and
4% for Zn in green leaf tea, and 7.0% for Fe and 27% for Zn
n black granulated tea. These results were consistent with those

n Ref. [17] and the contributions quoted therein and reporting
ow extractabilities for Fe and reasonably high for Zn.

In case of iron, dominating metal fraction in the infusions was
he cationic fraction; its percentage contribution was determined

B C Da = A −(B + C)

8 85.3 ± 3.5 7.2 ± 2.8 7.5 ± 11.4
100 ± 1 1.6 ± 0.1 –

41.4 ± 1.5 8.4 ± 4.0 50.2 ± 14.8
90.3 ± 0.4 4.8 ± 1.2 4.9 ± 1.5

5 95.4 ± 1.5 <0.3 <4.3
1 89.1 ± 1.2 2.9 ± 0.3 8.0 ± 1.2

8 79.6 ± 3.7 6.5 ± 2.8 13.9 ± 17.6
2 62.0 ± 12.6 8.9 ± 3.8 29.1 ± 20.2

ibution of anionic fraction; D, percent contribution of residual fraction. Error
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o be 52 and 41%, respectively for green tea and black tea. For
oth teas, the amount of anionic species fraction was lower about
3% than that for cationic one.

This disproportion between these two fractions was observed
o be much greater for zinc. Accordingly, the cationic fraction
f that metal, contributed to 80 and 62% in relation to the total
issolved metal concentration, respectively for green tea and
lack tea, was higher about 88% on average than the anionic
raction.

.3.4. Metal-binding association and bioavailability
Considering the composition of the analyzed samples [22]

s well as recent studies devoted to the complexing properties
f natural macromolecules in food and beverages [23–27], it
as expected that the cationic fraction of Fe and Zn included
ydrated cations of these metals, hydroxycations, and partially
etal complexes of different charge dissociating on the cation

xchanger due to their lability (labile metal species). These metal
pecies are recognized as the most bioavailable to human body
hrough gastric digestion.

Anionic metal fraction presumably contained stable anionic
omplexes of Fe and Zn with relatively low molecular alpha-
ydroxy organic acids namely tartaric, citric, oxalic and malic.
his kind of chelates were documented lately to increase the sol-
bility of both metals as well as metal absorption by human body
25]. The presence of chloride or fluoride anionic complexes in
his fraction could not be excluded.

Both metals were also assumed to be associated with high
olecular endogenous metal-binding food constituents, that is

olyphenolic and flavonoid compounds which contents in honey,
ruit juices and especially in tea infusions may reach even several
ercents [22]. To this group of natural macromolecular ligands
elongs mostly phenolic acids (phytic, gallic, tannic, salicylic,
anillic, dihydroxybenzoic and shikimic) and flavonoids such
s rutins, quercetins, myricetins, anthocyanins, catechins and
annins. All these compounds have been established to bind Fe
nd Zn cations strongly and to form high molecular hydrophobic
nd inert species what considerably reduces the bioavailability
f both metals and impairs their absorption [23–26]. It was also
upposed that polysaccharides containing hydroxyl, carboxyl
nd sulfate groups and indicating a large extent of metal-binding
ight interact with both metal cations giving rise to mentioned

onpolar inert species [27].
In terms of possible associations of iron and zinc with endoge-

ous metal-binding sample constituents, it can be considered
hat the cationic fraction contains the most bioavailable metal
pecies. Whereas, the anionic species may be regarded as less
ioavailable and finally the residual fraction should contain the
pecies inert to human body. On the account of these statements,
he bioavailability of the analytes can be estimated by the sum-

arizing cationic and anionic metal fractions. It can be seen
Tables 3 and 4) that, although the analyzed food samples and
everages are rich in iron and zinc, the bioavailable shares of Fe

nd Zn can be as low as 30 and 50%, respectively, in multi-flower
oney being mixture of various honeys from UE countries. Sig-
ificant source of bioavailable iron can be black current nectar
nd green tea infusion for which the sum of cationic and anionic

[

[

[

71 (2007) 411–418 417

pecies is higher than 90% of the total metal concentration. Zinc
ay be readily available to humans through daily diet from
olish honeys and fruit juices (the sum of cationic and anionic
ractions in this case is ranged from 92 to 100%).

. Conclusions

This work was attained to develop a simple and versatile pro-
edure of fractionation of iron and zinc in samples of common
ietary products. The devised protocol, based on solid phase
xtraction on ion exchange resins, is low-cost, easy in opera-
ion and does not require a sophisticated measurement device.
he metal fractions distinguished are operationally defined and

elate to sorption behavior of Fe and Zn species toward strong
ation and strong anion exchangers applied. The applicability
f the protocol in classification of groupings of both metals in
oneys, fruit juices and tea infusions has been demonstrated.
ompared to the total content analysis, the fractionation proce-
ure described provides useful information about bioavailability
f metals in view of possible metal association with endoge-
ous ligands occurring in the samples and found distribution of
ationic, anionic and residual fractions.

In terms of adulteration and identification of botanical or
eographical origin, the proposed method might be helpful for
ore inclusive evaluation of quality and authenticity of food

nd beverages of natural origin or supplemented with substances
hanging sample integrity and fractionation pattern of metals.
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bstract

Turbidimetric method (TM), ion chromatography (IC) and inductively coupled plasma atomic emission spectrometry (ICP-AES) with and
ithout acid digestion have been compared and validated for the determination of sulfate in mining wastewater. Analytical methods were chosen

o compare the performance of a portable field turbidimetric instrument and to validate the underlying assumption utilized in conversion of total
ulfur to sulfate during ICP-AES analysis. Accuracy and precision of analytical techniques were compared to one another using control and field
amples collected from a mine site using the Bonferroni multiple comparison test. Effects of sample dilution, filter pore size and acidification on
ulfate quantification were also studied. The results showed that IC and ICP-AES with and without acid digestion provided excellent recoveries in
he case of control samples (within 90–110%). These analytical methods also showed lower relative standard deviation for both control and field
amples. On the other hand, performance of the turbidimetric method was severely affected by sample dilution and acidification, and also revealed

oor sulfate recoveries for control samples ranging from 0 to 83.5%. Analysis of variance (ANOVA) was used to evaluate the response (sulfate
oncentration) obtained from factorial design. Analytical method had significant effect (P < 0.0001) on the sulfate quantification. The interaction
etween determination method and sample dilution was more significant than other two-way interactions.
ublished by Elsevier B.V.
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. Introduction

Sulfate ions are present in natural, ground and surface waters.
easurement of sulfate is a crucial step in environmental mon-

toring, regulatory inspection and compliance, especially in the
reatment of mining-influenced waters. Determination of sulfate
s useful in assessing the redox state of the system because sulfur
s a critical element in controlling the fate and solubility of pol-
uting elements in the aquatic environment [1]. Performance of
ndustrial treatment units and contaminated site remediation are
valuated by measuring sulfate in the field. Acid mine drainage

AMD) generated mostly by pyrite oxidation from abandoned
ine sites contain significant concentrations of heavy metals and

ulfate [2]. Performance of AMD treatment technologies using

∗ Corresponding author. Tel.: +1 513 569 7849; fax: +1 513 569 7879.
E-mail address: al-abed.souhail@epa.gov (S.R. Al-Abed).
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ulfate reducing bio-reactors (SRBR) are evaluated based on
he concentration of residual sulfate as a measure of the sulfate-
educing activity in the bioreactors [3]. The Code of Federal
egulation within the United States specifies that the safe dis-
harge limit for sulfate should not exceed 250 mg/L [4].

Sulfate ions are measured using many direct and indirect
nalytical principles including ion chromatography (IC) [5,6],
nductively coupled plasma absorption spectrophotometry (ICP-
ES) [7], turbidimetric [8,9], colorimetric [10] and gravimetric
ethods [11]. Gravimetric and colorimetric techniques are not
idely used as they require more time and skill in determining

he end point of the analysis. IC and turbidimetric methods are
idely used laboratory and field techniques for sulfate quantifi-

ation. ICP-AES is rarely used due to the underlying assumption

f negligible sulfur species with lower oxidation states.

IC is a direct way of determining the concentration of sul-
ate. Anions present in the sample are separated on the basis of
heir relative affinities and detected by measuring suppressed
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onductivity. A review on suppressed ion chromatographic
nalysis of anions in environmental waters reported that per-
ormance should be validated by another established method
12].

ICP-AES is an indirect way of measuring sulfate concentra-
ion in wastewaters that may cause interference to other sulfate
etermination methods. This method has been proven to be
obust in terms of analyzing a high amount of sulfate in wastew-
ter containing other anions and cations at low pH. However, the
utput from the instrument is concentration of total sulfur. Sulfur
lement concentration is then converted to sulfate concentration.
oncentration of sulfate and other species in acid mine drainage
rimarily depend on pH and redox potential. In oxidizing con-
itions, sulfur compounds have a tendency to oxidize to sulfate.
he stoichiometric conversion factor of 2.996 is used in indirect
ulfate determination, and is based on the assumption that con-
entrations of non-sulfate sulfur species (sulfides and sulfites)
re negligible.

Conversion of sulfur concentration to sulfate:

mg/L of S =
(

96.056

32.06

)

mg/L of SO4
−2

= 2.996 mg/L of SO4
−2

Pritchard and Lee have reported the quantification of sul-
ur using ICP-AES in biological and soil mixtures [13]. Miles
nd Cook employed this technique to quantify the sulfate in
atural waters [14]. Calcium and hydrochloric acid provided
ajor interferences during the ICP-AES sulfate quantification

14]. However, ICP-AES sulfate quantification has not been uti-
ized widely in analysis of mine influenced water. Since high
oncentrations of sulfates and sulfides exist in mine water, it is
ecessary to validate the assumption involving lower oxidation
ulfur species while using ICP-AES for sulfate determination in
ine water analysis. Chirstensen at al. have reported the usage

f ICP-AES for sulfate analysis; however the validation of sulfur
o sulfate conversion was not reviewed [7].

The turbidimetric method is a well-known sulfate quantifica-
ion technique based on precipitation of sulfate ions as insoluble
arium sulfates [15–21]. Sheen et al. proposed the application of
he Tyndall effect for the turbidimetric determination of sulfates
15]. To improve the stability of barium sulfate suspension, dif-
erent stabilizing agents including thymol and gelatine, Tween
0 [18] and polyvinyl alcohol [19] have been employed. Baban
t al. used EDTA in the barium sulfate turbidimetric method to
educe the interference from metal ions [17].

In this study we used SulfaVer 4 turbidimetric kit developed
y HACH company based on HACH Method 8051 [22]. Method
051, equivalent to US EPA Method 375.4, was chosen in this
tudy to simulate field determination steps followed by sev-
ral regulatory agencies in the United States. SulfaVer 4 is also
sed frequently in sulfate field-testing during waste and mine
ite remediation activities [23]. Barium chloride, an active con-

tituent present in the kit, reacts with soluble sulfate ions to form
n insoluble barium sulfate precipitate. Citric acid present in the
it acts as a stabilizing agent, and enables accurate photometric
uantification by forming finely divided barium sulfate turbid-

s
fi
U
u

a 71 (2007) 303–311

ty. Interferences listed in HACH Method 8051 were calcium
ver 20,000 mg/L as CaCO3, magnesium over 10,000 mg/L as
aCO3, chloride over 40,000 mg/L and silica over 500 mg/L as
aCO3 [22]. Filtration is recommended for highly colored and

urbid samples to avoid any interference. A literature review
n sulfate analysis on mining water did not produce stud-
es validating the widely used SulfaVer 4 kit for mine water
esting.

Turbidimetric analysis is a commercial method available for
easurement of sulfate in the field; however, the performance

f sulfate kits in terms of accuracy and precision in quantify-
ng sulfate ions in mine-affected water is unknown. Further-

ore, as passive treatment using SRBRs become more prevalent
orldwide, sulfate reduction and the ability to meet discharge

equirements is one important measurement of the success of the
reatment system. The primary objective of the present investiga-
ion was to determine the precision and accuracy, and to validate
he turbidimetric method by comparing results from different
ell-established analytical methods for measuring sulfate con-

entrations. Indirect ICP-AES sulfate analysis is versatile in the
ase of AMD but the underlying assumption of sulfur to sulfate
onversion requires validation. The secondary objective was to
esolve the uncertainties regarding the validity of assumptions
nvolved in ICP-AES analysis of sulfate present in mining water.

Both intentional and unintentional sample preparation steps
racticed in sulfate quantification are acidification and filtra-
ion. The presence of suspended particles in the sample may
ffect the performance of instruments due to interference and
locking. Addition of acid creates a greater possibility of inter-
erence in IC analysis, whereas in ICP-AES, acidification helps
n mobilizing the metals. Filtration and acidification are cho-
en as candidate factors in this study to investigate the effects
f sample preparation steps. Also, most of the sulfate determi-
ation methods have a limited range of quantification. Widely
sed sulfate methods require several dilution steps prior to the
nalysis. To investigate the linear ranges of analytical methods,
ilution of samples was investigated. In addition, effects of sam-
le matrix and sample preparation technique including dilution,
lter pore-size and acidification on the performance of different
nalytical approaches employed in sulfate quantification were
tudied.

. Experimental

.1. Reagents and solutions

Sulfate stock solution containing 1000 mg/L of sulfate was
urchased from Absolute Standards, Inc., and used as control
ample in all the analysis and in matrix spike and interference
heck standards. Samples from the Golinsky Mine (California)
ite were collected and shipped to the U.S. EPA Laboratory in
incinnati, Ohio. High purity deionized water (Millipore Sys-

ems, MA, 18 M�) was used during the dilution of samples and

tandards. All the samples were filtered through 0.2 or 0.45 �M
lters prior to the analysis, since 0.2 �M is commonly used in the
nited Kingdom and other European Nations, while 0.45 �M is
sed in most U.S. methods.
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Table 1
Instrumentation details

IC
Ion-chromatographic unit Dionex ICS-2000 Reagent-FreeTM ion chromatography (RFIC)
Pump GP50 gradient pump
Guard column IonPac® AG-18 Guard, 4 mm
Column IonPac® AS-18 Analytical, 4 mm
Column temperature 30 ◦C
Suppressor ASRS Ultra II 4 mm
Suppressor current 57 mA
Eluent 23 mM KOH
Eluent source Dionex EluGen® EGC-KOH cartridge
Eluent accessories Dionex continuously regenerated-anion trap column (CR-ATC)
Flow-rate 1 mL/min
Detector Dionex CD20 conductance detector
Cell temperature 35 ◦C
Injection volume 25 mL
Run time 15 min
Background conductance ≈0.7 mS
Back pressure ≈2000 psi
Data management Chromeleon® 6.5 chromatography workstation
Auto sampler AS-40
Additional conditions Separation under isocratic conditions

ICP-AES
Instrumentation IRIS Intrepid Spectrometer Simultaneous ICP-AES
Generator 0.8–1.1 kW
Wavelength 182.034 nm
Readout ppm
Frequency 50/60 Hz
Forward power RF Power 1150 W
Nebulizer Concentric Pneumatic Burgener
Internal standard Yttrium
Sample volume 15 mL
Auxiliary coolant Liquid Argon
Auxiliary coolant flow rate 15 L/min
Auxiliary gas 0.5 L/min
Liquid uptake rate 1.5 mL/min
Carrier gas rate 80 psi
Nebulizer pressure flow 28 psi

Turbidimetric
Spectrophotometer Hach DR-890 portable data logging colorimeter
Wavelength 420 nm
Reagent SulfaVer® 4 powder pillow
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Program number
Sample volume
Reaction time

.2. Analytical methods

Analytical instrumentation used for TM, IC and ICP-AES
nd determinations of sulfate ions in controls and field samples
s reported in Table 1.

.2.1. Turbidimetric method
The turbidimetric analysis was conducted using a portable

olorimeter (Model No: DR/890, HACH Co.) to quantify the
resence of sulfate. The procedure described in the HACH
ethod—Sulfate 8051 was followed during the analysis. A pre-

tored sulfate program was chosen in the colorimeter and the

nstrument was zeroed using the zero vial containing deionized
ater. The 10 mL sample was added to the vial followed by

he addition of SulfaVer 4 powder pillows. Vials were shaken
or 5 min and placed in the colorimeter. A mid-point standard

2

g

91
10 mL
5 min

heck was analyzed during start-up, after every 10 samples and
t the end of analytical set.

.2.2. Ion chromatography
Dionex ICS 2000 Ion Chromatograph was used for IC analy-

is. The procedure described in U.S. EPA SW-846 Method 300.0
as followed during the analysis [24]. Samples were injected
nto the IC column after dilution and filtration. One labora-
ory reagent blank (LRB) and laboratory-fortified blank (LFB)
ere analyzed for every batch of samples. A calibration blank
as analyzed immediately following calibration, after every 10

amples, and at the end of sample run.
.2.3. ICP-AES
Sulfate emission intensities were monitored at the sug-

ested analytical wavelength 182.037 nm [25]. Quality checks
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escribed in U.S. EPA SW-846 Method 6010B were followed
uring the analysis [26]. Samples to be analyzed on the ICP-
ES were split. A part of the sample was injected directly (with

nd without concentrated HNO3) and the rest of the sample was
igested in a microwave acid digester. The digestate was ana-
yzed by ICP-AES. Comparison of the split sample results was
sed to evaluate the effect of acid digestion on sulfate determina-
ion. A method blank (MB) was analyzed for every 10 samples
o determine if contamination or any memory effects are occur-
ing. The concentration of analyte in method blank was within
hree times the MDL, and the ICP-AES was calibrated prior to
ach analytical run. Calibration was verified with a continuing
alibration verification (CCV) standard immediately following
aily calibration, after every 10 samples, and at the end of an ana-
ytical run. If the concentration of CCV standard varied from the
xpected values by more than ±10%, the test was repeated, using
resh calibration standards. Matrix spiked duplicate (MSD) sam-
les were analyzed at a frequency of one per matrix batch.
he MSD sample recovery was within ±25% of the actual
alue. A post digestion spike addition was performed whenever
new sample matrix was encountered. The recovery of post

igestion spike should be within 75–125% of the known value.
n interference check standard (ICS), containing 1000 mg/L
f calcium and 250 mg/L of sulfate with concentrated HNO3,
nd without HNO3, was analyzed at a frequency of one per
atch.

.2.4. With acid digestion (ICPAD)
The sample container was placed on the shaker to obtain a

omogeneous sample for analysis, with 45 mL of sample being
igested in a microwave acid digester using concentrated nitric
cid [27]. For each analytical batch of samples processed, ana-
ytical reagent blanks were carried throughout the entire sample
reparation and analytical process. These blanks were useful in
etermining sample contamination. A post digestion spike was
dded whenever a new sample matrix was encountered. The
ecovery of the post digestion spike was within 75–125% of the
nown value.
.2.5. Without acid digestion (ICP)
The sample container was placed on the shaker to obtain a

omogeneous sample for analysis, and 15 mL of sample was
oaded in an injection vial for analysis. Concentrated nitric acid
as used for acidification for analysis of samples with acid.

3

≈
i

able 2
actor levels in the factorial design

actors Levels

I II

ethod ICP without acid digestion (ICP) ICP with acid dige
atrix Influent (INF) Effluent (EFF)
ilution 40 80
ilter pore size (�M) 0.2 0.45
cidification Nitric No acid
a 71 (2007) 303–311

.3. Procedure

Samples collected from the Golinsky mine site were received
nd stored at 4 ± 2 ◦C. In the ICP and turbidimetric sam-
les requiring acidification, samples were acidified with conc.
NO3, while samples for all other analyses were not acidified
uring storage time. Preserved samples were filtered using 0.2
nd 0.45 �M filters. Filtered samples were diluted to desired
ilutions: 1:40, 1:80 and 1:100. For IC analysis, diluted sam-
les were injected directly into the IC column. For turbidimetric
nalysis, samples were tested using sulfate kits. For ICP-AES,
art of diluted samples was analyzed directly (ICP) and the rest
ere acid-digested prior to the analysis (ICPAD). Sulfate con-

entrations obtained from four different analyses were utilized
or data analysis and method validation purposes.

. Results and discussion

.1. Factorial design

The variables affecting the sulfate measurement, namely
etermination method, sample matrix, dilution level, filter pore-
ize and acidification were included in the experimental design.
he levels over which the variables were studied are listed in
able 2. Effect of acidification was not investigated in IC anal-
sis due to major interferences of nitrate ions from nitric acid
24], and in ICP-AES with acid digestion analysis due to a pres-
nce of an excess amount of nitric acid added during the acid
igestion step [27].

.2. Sulfate determination methods

In order to evaluate effectiveness, each considered instrumen-
al method was applied initially to the sulfate standard controls
t different dilution levels in the absence of concentrated nitric
cid. Subsequently, the same instrumental approaches were
pplied to field samples. Results obtained from control samples,
long with expected certified values are presented in Table 3.
amples were filtered through standard 0.45 �M filters prior to
ny analysis.
.2.1. Ion chromatography (IC)
The ion chromatography system was equilibrated for

60 min before sample analysis to attain a stable conductiv-
ty baseline. The instrument was calibrated using five sulfate

III IV

stion (ICPAD) Turbidimetric (TM) Ion chromatography (IC)
Effluent-spike (EFF-SPK) Control (CTL)
100 –
– –
– –
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Table 3
Sulfate values from control samples

Dilution level IC ICP ICPAD TM Certified value (mg/La)

mg/La R.S.D. (%) mg/La R.S.D. (%) mg/La R.S.D. (%) mg/La R.S.D. (%)

40 991.9 0.28 1066.2 1.55 969.2 0.63 835.6 7.95 1000
80 985.4 0.38 1071.9 1.18 1006.84 2.48 595.6 3.48 1000

100 988 0.13 1060.9 1.54 993.07 1.85 477.8 3.35 1000
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a Mean sulfate values (mg/L).

tandards concentration ranging from 0.5 to 50 mg/L. The final
alibration curve resulted in a 99.9% correlation coefficient.
nstrument performance was validated by injecting a standard
heck at the start of the sequence, every two samples and at
he end of the analysis. Standard deviations of standard checks
ere always within the 10% quality criterion. Each sample was

njected three times into IC column to evaluate the precision of
he instrument. A superQ water blank was injected after each
ample to monitor the sulfate carryover. Sulfate peaks were
elow detection limit for all the blanks. Sulfate recoveries for
he control sample were from 98.58 to 99.2%. Relative stan-
ard deviations (R.S.D.s) computed from 9 replicates (3-dilution
eplicates × 3-analytical replicates) were within 0.13–0.38%.
on chromatography showed an exceptional accuracy and preci-
ion in the case of control samples. The suppressed conductivity
etection method enabled a more precise and accurate sulfate
oncentration present in the sample.

.2.2. ICP-AES
Inductively coupled plasma atomic emission spectrophotom-

try (ICP-AES) is a widely used analytical technique for quan-
ifying metals. In this study, ICP-AES was utilized for sulfate
etermination. Total sulfur present in the sample was converted
o sulfate using the previously illustrated conversion factor
.996. Sulfate recoveries ranged from 106 to 107%. R.S.D.s
ere within 1.1–1.5%, comparable to the previously reported
.S.D. listed in Table 4.

Samples subjected to digestion prior to ICP-AES analysis
represented as ICPAD) showed recoveries from 96.9 to 100.6%.
elative standard deviations were within 0.6–2.4%. Lower pre-
ision noticed in ICPAD could be from the acid digestion step,

hich uses a microwave digester with PTFE vials. This acid
igestion step reduced the over-estimation of sulfate and pro-
ided better recoveries of sulfate in control samples. More
ccurate result from ICPAD could be due to the presence of

s
e
s
R

able 4
ummary of instrumental method parameters

ethod DL (mg/La) Dynamic range (mg/La) Precisio

C [24] 0.02 – 3.2 mg/

M [22] 4.9 0–70 ±0.5 m
CP-AES [14] 0.079 0.5–10000 0.81% R

1.2% R

a For sulfate quantification.
itric acid in acid digestion step. Mroczek et al. also observed
he differences in sulfate intensities resulting from sample pre-
reatment [28].

.2.3. Turbidimetric method
Turbidimetric analysis provided sulfate recoveries from 47.8

o 83.5%. R.S.D.s ranged from 6.5 to 14%, and were higher
han the precision values listed in Table 4. Accuracy and preci-
ion of the turbidimetric method dropped proportionally with an
ncrease in sample dilution levels. Turbidimetric sulfate analysis
as validated using standard checks ranging from 10 to 40 mg/L

ulfate standards. Quality checks were analyzed at the start of
he analysis, at every five samples and at the end of the analysis.
tandard deviations of QC checks were within a quality criterion
f 15%.

.3. Field samples

Samples from the Golinsky mine site were analyzed for sul-
ate using a similar procedure as control samples. Redox poten-
ials of the influent and effluent samples were +412 and +372 mV,
espectively. pH of the influent and effluent samples was 2.69
nd 6.92, respectively. Samples were stored at the room temper-
ture with considerable headspace. Sulfate values obtained from
nfluent and effluent samples are shown in Fig. 1. Each histogram
epresents an analytical technique. Sample labels indicate the
ample preparation procedure.

.3.1. Reproducibility of sulfate values
Sulfate values obtained from ICP-AES without acid digestion

represented as ICP) had R.S.D.s from 0.8 to 2.81%. Samples

ubjected to acid digestion showed R.S.D.s from 1.1 to 3.6%
xcept in one sample with 15%. Results from the IC analy-
is had the lowest R.S.D.s from 0.1 to 0.86%. Field samples
.S.D.s from ICP, ICPAD were comparable to the reported

n Interference Method

L S.D. (40 mg/L) High concentration of cations,
anions and suspended matters

300.0

g/L S.D. Color, turbidity, and silica 8051
.S.D. (200 mg/L)

.S.D. (2800 mg/L)
Hydrochloric acid and
calcium

6010B
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Fig. 1. Comparison of sulfate qu

.S.D. in Table 4. It should be noted that precision of IC, ICP
nd ICPAD analysis were almost independent of sample matrix.
urbidimetric sulfate measurements from field samples showed
.S.D. values from 0 to 12.7%, and these are higher than R.S.D.s
btained from control samples and other previously reported
.S.D. values. Precision of the turbidimetric samples were seri-
usly affected by the nature of the sample matrix, and appeared
o be interference from other anions and cations present in the

ine water samples.

.3.2. Comparison of sulfate methods by sulfate values
In this study, the turbidimetric method provided a high under-

stimation of sulfate values by as much as 50% less than the
ulfate measured using other analytical techniques. In compari-

on to the laboratory samples, the field turbidimetric techniques
howed poor results when the samples were diluted prior to the
nalysis. Mean values of sulfate obtained from ICP were slightly
igher than the values obtained from both IC and digested

i
o
e
f

able 5
onferroni multiple comparison test

air

on chromatography-inductively coupled plasma (IC-ICP)
on chromatography-inductively coupled plasma with acid digestion (IC-ICPAD)
on chromatography-turbidimetric method (IC-TM)
nductively coupled plasma-inductively coupled plasma with acid digestion (ICP-ICP
nductively coupled plasma-turbidimetric method (ICP-TM)
nductively coupled plasma with acid digestion-turbidimetric method (ICPAD-TM)
ation methods on field samples.

CPAD analysis. Digested samples analyzed in ICPAD also pro-
ided sulfate values lower than the IC and ICP.

More detailed comparison of sulfate values was performed
sing the Bonferroni multiple comparison test based on a 95%
onfidence limit. Expressions used for Bonferroni tests are dis-
ussed elsewhere [29]. A pair-wise comparison of treatment
eans was conducted by comparing the difference between two

reatment means. A critical difference B was calculated for each
ample based on number of replicates, level of significance,
tandard deviation and the total number of treatments. The dif-
erence among treatment means was compared with the critical
ifference (B). If the difference in mean is greater that critical
ifference, we can conclude that there is a significant difference
n treatment means, while if the difference is lower than the crit-

cal difference, treatment means are not different. Sulfate means
btained from different analytical technique were compared for
ach sample containing nine replicates. The values obtained
rom 24 samples consisting of 216 independent sulfate values

Number of significantly different samples

16 out of 24 (67%)
11 out of 24 (46%)
24 out of 24 (100%)

AD) 23 out of 24 (96%)
24 out of 24 (100%)
23 out of 24 (96%)
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Table 6
Spike concentration and recovery

Dilution IC ICP ICPAD TM

Spike conc.a

(mg/L)
Spike rec.b

(%)
Spike conc.a

(mg/L)
Spike rec.b

(%)
Spike conc.a

(mg/L)
Spike rec.b

(%)
Spike conc.a

(mg/L)
Spike rec.b

(%)

40 1567.2 94.9 1657.8 106.5 1520.4 109.2 1328.9 96.9
80 1556 91.7 1649.5 101.1 1541.5 110.6 906.7 72.9

1 9

w
r

p
I
t
m
a
u
I
o
o
d
e
i
d
o

3

s
w
R
S
w

3

b

00 1555.2 91.4 1698.1 98.

a Mean sulfate values in spiked sample (mg/L).
b Spike recovery (%).

ere used for the comparison. Overall distribution of the test
esults obtained from 24 samples was considered for validation.

Results from Bonferroni test are listed in Table 5. Com-
arison of turbidimetric sulfate mean values with IC, ICP and
CPAD values showed that the means were different in most of
he samples (96–100%), confirming the inaccuracy of turbidi-

etric method in determining the sulfate concentration. Results
lso showed that in 16 samples (≈67%), the mean sulfate val-
es obtained from IC and ICP were different. Comparison of
C and ICPAD values showed relatively lower differences (46%
f the 24 samples had the difference in means). Sulfate values
btained from sample with and without acid digestion showed a
ifference in most of the samples (96% of 24 samples had differ-

nces in mean). Differences between sulfate mean values seen
n ICP and ICPAD can be attributed to presence of nitric acid in
igested samples, which appears to enable better analysis free
f interferences.

1
s
p
r

Fig. 2. Effect of acidificat
1547.8 115.9 855.6 71.1

.4. Spiked effluent samples

An effluent sample obtained from the Golinsky mine site was
piked with 500 mg/L of sulfate. The spiked effluent sample
as analyzed in similar steps as control and unspiked samples.
esults obtained from spiked samples are shown in Table 6.
pike recoveries calculated for IC, ICP and ICPAD samples
ere within 91–116% and 71–97% for turbidimetric analysis.

.5. Effect of dilution

Effect of dilution on sulfate determination was investigated
y analyzing samples diluted to desired dilution levels: 1:40,

:80 and 1:100. Results from control samples listed in Table 3
how that the increasing sample dilutions (1:40–1:100) have
ronounced effect on performance of the turbidimetric method
educing the recovery from 83.56 to 47.78%. Sulfate quantifica-

ion in field samples.
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Table 7
Effect of acidification in control samples

Dilution Acid ICP TM Certified value (mg/L)

mg/La R.S.D. (%) mg/La R.S.D. (%)

40 Acid 1022.9 0.78 520 6.7 1000
177.8 30 1000

1 0 0 1000
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Table 8
Details of ANOVA procedure

Model information
Dependent variable Sulfate
Covariance structure Compound symmetry
Subject effect Matrix (method × dilution × filtration)
Estimation method REML
Residual variable method Profile
Fixed effects of SE method Model-based
Degrees of freedom method Satterthwide

Dimension
Covariance parameters 2
Columns in X 36
Columns in Z 0
Subjects 96
Max observations per subject 9

a
i
n
n

3

r
v
o
S
c
sulfate concentration as the dependent variable at 95% confi-
dence limit. The probability statistic, P, is compared to chosen
α value 0.05 (95% confidence limit) to evaluate the main effect
of factors on sulfate measurement. If the P value is less than

Table 9
ANOVA results

Source of variation Num DF Den DF F-value P level

Main effects
Method 2 78 1.56 <0.0001
Dilution 1 78 0 0.2169
Filter size 3 78 24.06 0.9644
80 Acid 1035.7 0.34
00 Acid 1031.6 0.32

a Mean sulfate values (mg/L).

ion of control samples was almost independent of dilution dur-
ng the IC, ICP and ICPAD analyses. When spiked and unspiked
eld samples were analyzed, results depicted in Table 6 and
ig. 1 reveal that accuracy of turbidimetric method was affected
everely by sample dilution. Performance of IC, ICP and ICPAD
ethods were unaffected by dilution of spiked and unspiked

amples. When turbidimetric sulfate values obtained from sam-
les subjected to different dilution levels were compared, effect
f acidification was pronounced in the diluted samples as shown
n Fig. 2.

.6. Effect of acidification

Effect of sample acidification was determined by comparing
he sulfate values with and without addition of nitric acid. Sam-
le acidification was followed based on the procedure used in
reservation of metal analysis samples. In the field, when other
amples are taken and acidified for metal analyses in the labo-
atory, accidental acidification of the sulfate samples has been
bserved by the authors. Concentrated nitric acid (0.65 mL) was
dded to 50 mL sample to insure the pH was below 2. Acidified
nd non-acidified samples were analyzed by ICP and turbidi-
etric methods. Results from control samples were shown in
able 7. When comparing sulfate values obtained from acidi-
ed and non-acidified samples analyzed in ICP in this study, the
ffect of acidification was statistically insignificant. In the tur-
idimetric analysis a large drop in sulfate concentration was
bserved. The sulfate concentration dropped from 477.8 to
mg/L when the acidified samples were analyzed.

When sulfate values obtained from acidified field samples
ere compared with non-acidified mine samples depicted in
ig. 2, a similar trend was observed as in control samples. Effects
f acidification on field samples were statistically insignificant
n ICP analysis, whereas a considerable drop in sulfate concen-
ration was observed when samples were acidified in the turbidi-

etric analysis. Baban et al. reported serious interference from a
igh concentration of nitrate during flow-injection turbidimetric
ulfate analysis. Results from their study also showed a similar
rend, sulfate concentration dropping to negligible levels when
he nitrate concentration was increased. Bobtelsky and Eisen-
tadter confirmed the possibility of co-precipitation of nitrate
ons as barium nitrate, thereby delaying the end point during
he titration [30]. The reason for the drop in sulfate concentra-

ion in the case of acidified samples during the turbidimetric

ethod might be due to the presence of an excessive amount
f nitrate ions. In the case of turbidimetric analysis employed
n this investigation, excessive nitrate ions might have acted as

I

Observations used 864
Additional information Convergence criteria met. Types

three tests are used for fixed effects

competitive ion, thus increasing the solubility of barium ions
n the solution. Investigators working on spectrometric determi-
ation of barium sulfate precipitate reported interferences from
itrate when it was present >100 mg/L [31].

.7. ANOVA

Results obtained from non-acidified samples, including the
eplicate sulfate measurements, were subjected to analysis of
ariance (ANOVA) to quantify the main and interactions effects
f factors considered in this study using Statistical Analysis
oftware (SAS 9). Table 8 provides the details of ANOVA pro-
edure. ANOVA results presented in Table 9 were based on
nteraction effects
Method × dilution 2 78 0 0.0531
Method × filter size 6 78 2.19 0.9999
Dilution × filter size 3 78 0 0.9964
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.05, we can conclude that the main effect is significant with
5% confidence. ANOVA results listed in Table 9 confirm that
uantification method had a significant individual effect on sul-
ate quantification as the P value (<0.0001) was less than the

value (0.05). The P value of main effect of filter pore size
lone was 0.9644, revealing the insignificant effect on sulfate
etermination. Even though dilution had a pronounced effect on
urbidimetric analysis, the probability statistic (P = 0.2169) was
reater than α= 0.05, implying that when all three quantification
ere considered the impact of dilution on sulfate quantification
as not significant. This trend can be further explained by ana-

yzing the interaction effects between dilution and quantification
ethod.
ANOVA results listed in Table 9 show that the two-

ay interaction involving determination method and dilution
method–dilution) had a P value (0.0531) closer to α value
0.05). A relatively significant interaction effect between deter-
ination method and dilution (method–dilution) was mainly

ttributed to the trends observed during turbidimetric method.
ther two-way interaction P values (0.9999 and 0.9964) were

loser to 1, confirming that the interactions were insignificant
method–filter pore size, and dilution–filter pore size).

. Conclusion

Results reported in this investigation indicate clearly that the
idely used turbidimetric sulfate determination method is lim-

ted by its quantification range and suffers from interference
f nitrate ions. Furthermore, sample dilution had a pronounced
ffect on the turbidimetric method, reducing measured sulfate
oncentration by nearly 50%. When 100 times diluted sam-
les were acidified prior to the analysis, sulfate values dropped
o 0 mg/L during turbidimetric analysis. Surprisingly, in the
CP without acid digestion analysis, recoveries of sulfate were
mproved from 106 to 103% when the sample was acidified. IC

ethod showed higher precision in quantifying sulfate in con-
rols and fields samples and performance is almost independent
f sample dilution.

The underlying assumption of negligible non-sulfate sulfur
pecies in ICP-AES analysis was found to be suitable mainly
n the case of samples collected from oxidized conditions. Fur-
her studies elucidating the speciation of sulfur are required in
he case of samples from reducing conditions. ICP-AES anal-
sis provides a versatile indirect way of sulfate quantification
ith larger quantification and almost negligible matrix, dilution

nd acidification effects. In this study, acid digestion of sam-
les prior to the analysis slightly decreased the precision and
ccuracy of the ICP-AES analysis. While the authors have com-
leted this study under the best quality standards, because of
he implication, further research should be conducted to vali-
ate these results. Until those studies are completed, analysis of
eld and laboratory samples for sulfate using the turbidimetric

ethod should be verified using either the ICP or IC method. In
eld instances where the verification may be delayed, the data
hould be marked to denote which sulfate determination method
as employed and what equipment was used.
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bstract

We describe a new method for the spectroscopic determination of high calcium concentration using a fluorescent probe Rhod-5N. This method
as investigated in order to be utilized in high ionic strength solution, such as seawater. The probe is fluorescent when bound to calcium, LM, but
ot as the free form L. The dissociation constant of the equilibrium (0.14 mM) was determined at several ionic strengths, i.e. in the absence and

n the presence of additional ions (0.7 M NaCl). The influence of pH was studied. In order to correctly model the experimental data, we included
new fluorescent compound: LHM (calcium bound protonated probe). The first acidity constant (0.02 �M) and the second dissociation constant

4.5 mM) were calculated. A useful range for the determination of calcium concentration is provided. Such a method is fast and easy to carry out.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Formation and dissolution of calcium carbonate in the ocean
re important players in the global carbon cycle and are inti-
ately related to the control of atmospheric CO2. This gas, one

f the most abundant green house gases in the earth’s atmo-
phere, is thought to be mostly absorbed by the oceans and
ltimately neutralized by the reaction with CaCO3 in marine
ediments. The precipitation and dissolution of calcium car-
onate are a function of [Ca2+] and [CO3

2−] concentrations as
ell as the calcite and argonite solubility constants. In the open
cean, variations of Ca2+ concentrations are rather small and
elated with salinity variations. However, a direct determination
f [Ca2+] can help in the determination of CaCO3 saturation
tate and in the understanding of the carbon cycle.

In 1976, Lebel and Poisson [1] proposed a potentiomet-
ic titration of magnesium and calcium ions in seawater. The
ethod uses the differences between ethylenediaminetetraacetic
cid (EDTA) and ethyleneglycol bis-(�-aminoethyl ether)-N-
′ tetraacetic acid (EGTA) dissociation constants. They obtain,

n ideal conditions, a reproducibility of 1/1000. However, this

∗ Corresponding author. Tel.: +33 468662113; fax: +33 468662144.
E-mail address: ribou@univ-perp.fr (A.-C. Ribou).

2

2

a

039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.04.011
ethod is long and demanding. It requires stable environment
o avoid erroneous measurements and it cannot be adapted for
n board measurements, as a result, it is barely used. Recently,
number of teams attempted to develop new methods using

lectrophoresis [2], plasma atomic spectrometry [3,4] and near-
nfrared spectroscopy [5]. We make use of our knowledge of flu-
rescent probe to conceive new calcium measurements. Molec-
lar probe, Inc. provides calcium probe with high dissociation
onstant, the highest belonging to Rhod-5N. Fluorescent mea-
urements are fast and require small volume of seawater (<1 ml).
owadays, companies can provide small spectrofluorimeter that

an be easily brought on boat.
In this paper, we described the probe interaction with calcium

nd proton. We check the influence of high ionic strength on
he measurement. We propose a methodology and a model to
etermine calcium quantity in high ionic strength solution, such
s seawater. Finally, we test the reproducibility of the method
nd give a useful range of optimal utilization.

. Experimental
.1. Chemicals

CaCl2, NaCl, HgCl2 and EDTA are of analytical grade and
re used as received. A buffer solution of Titrisol at pH 8 is
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Table 1
Mean and standard deviation (S.D.) of Rhod-5N fluorescence intensities and
calculated calcium concentrations for five identically prepared solutions

Correcteda

ILM (a.u.)
Correctedb

Imax (a.u.)
(Ca)c (M) [Ca]d (M)

7461 22699 4.10 × 10−4 1.00 × 10−3

7414 22086 4.23 × 10−4 1.04 × 10−3

7697 22738 4.29 × 10−4 1.05 × 10−3

7471 22746 4.10 × 10−4 1.00 × 10−3

7662 22777 4.25 × 10−4 1.04 × 10−3

Mean 7442 22600 4.19 × 10−4 1.03 × 10−3

S.D. 180 290 0.08 × 10−4 0.02 × 10−3

a Correction factor for LH: 1.090 (Section 3.3.3).
b After addition of 25 �l Ca (4 M) to the 1 ml solution. Correction factors:

dilution factor (1.025/1) and probe saturation factor: 1.060 (Section 3.2.2).
c [NaCl] = 0.07 M, [L] = 0.48 �M and K = 1.4 mM.
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sed. No calcium concentration higher than residual calcium is
etected in this solution. Addition of 10% of the buffer, give a
table pH (8.05 ± 0.02). Rhod-5N was purchased from Molecu-
ar Probe, Inc. Aliquots of 40 �l Rhod-5N at 0.6 mM are kept at

20 ◦C. Before use, the solution is diluted to the final volume of
ml with de-ionized water. The final concentration is tested by

ecording a fluorescence spectrum for each new solution. Ultra-
ure de-ionized water was generated by a MilliQ plus system
Millipore).

.2. Fluorescence measurements

Emission fluorescence spectra are recorded with a spectroflu-
rimeter (Flx, SAFAS, Monte Carlo, Monaco) after excitation
t 551 nm. At this wavelength and at the working concentration,
he fluorescence intensity of the probe is more than thousand
imes higher than the combined intensities of the Raman band
nd the dissolved organic material in seawater samples. Resid-
al calcium is found in the water used for the experiments. It has
o be regularly checked that the residual concentration does not
xceed 10 �M. The glassware is washed with concentrated solu-
ion of acid (HCl) and rinsed with de-ionized water. If required,
DTA solution is used.

Three different experiments were performed for Kd determi-
ation, for pH variation and for reproducibility of Ca2+ deter-
ination.

.2.1. Kd determination
When the fluorescent spectra of the free probe L and the

ound probe LM are different, Kd can be determined study-
ng the evolution of the LM fluorescence spectra in presence
f M. Knowing Kd the relation can be used to calculate the
oncentration of M. For these experiments, the concentration of
robe L is chosen constant and we vary the concentration [M]total
f calcium. Two solutions are prepared: solution A containing
hod-5N (0.3–0.6 �M), buffer at pH 8 (10%) and residual cal-
ium, and solution B, containing specific calcium concentration
n solution A. Varying concentrations of calcium are prepared
y mixing different amounts of the two solutions A and B. If
ecessary, the pH is adjusted with micro-drop of NaOH. The
uorescence spectra are recorded for up to 14 calcium concen-

rations between 10 �M and 20 mM.

.2.2. pH variation
With calcium chelating dyes, protonated and non-protonated

robes show two different fluorescent forms [6]. We study the
volution of the LM fluorescent spectra in presence of H+ pro-
on. This was done in order to determine at which pH the
on-protonated form exists alone. For these experiments, micro-
olumes of NaOH or HCl are added to fresh solution B directly
n the glass spectrocell. pH is measured with a pH-meter (PHN
1, Tacussel) with an accuracy of 0.01. The fluorescent spectra
re recorded for 20 solutions ranging from 4 to 10.
.2.3. Reproducibility
For Ca2+ determination experiments, the reproducibility of

he results is checked preparing several solutions of the same

m
i
i

total dLM
d γCa = 0.409.

alcium concentrations with various NaCl concentrations. In
able 1, 20 �l of the probe (24 �M), 10% of buffer (pH 8) and
00 �l of NaCl (0.7 M) are mixed directly in the glass spectro-
ell with 100 �l of calcium (10 mM). De-ionized water is added
o obtain 1 ml final volume. After spectrum recording, 25 �l of
alcium (4 M) are added to the solution. This is done in order to
heck the variation of the total probe concentration [L]total. The
H is increased with micro-drops of NaOH to a value between
.5 and 10. The probe spectrum in the solution with an excess
f calcium is then recorded. The temperature is regulated at
5 ± 0.1 ◦C.

.3. Data analysis

Since LM is the only fluorescent form, LM concentration can
e calculated from the experimental data obtained at constant
olume:

LM] = ILM

Imax
× [L]total (1)

here [L]total is the total probe concentration and [LM] is the
alcium bound probe concentration. ILM is the intensity of LM
t the equilibrium and Imax is the intensity if the entire probe is
ound to calcium. It was initially determined after addition of an
xcess of calcium. After analysis of the fluorescence spectra, we
btain an experimental curve of LM concentration as a function
f the total calcium concentration (Fig. 1) or as a function of pH
Fig. 2). The total calcium concentration is calculated consider-
ng the calcium concentration of solution B and calcium residual
n solution A.

.4. Theoretical model
We created a theoretical model in order to model the experi-
ental data. A system of equilibrium equations defines the bind-

ng model. Basic hypotheses about individual species involved
n these interactions are made as follows.
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Fig. 1. Concentration of Rhod-5N bound to calcium vs. calcium concentra-
tion measured by fluorescence. The X-axis represents calcium concentration in
the solution in mol per liter. The Y-axis represents LM concentration in mol
per liter. Experimental data are shown as full symbols (�), theoretical data
obtained with Eq. (3) as full line. The dotted line corresponds to L concentration
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Fig. 2. Concentration of Rhod-5N bound to calcium vs. proton concentration
measured by fluorescence. The X-axis represents pH value, corrected for the
error of the pH-meter. The Y-axis represents LM concentration in mol per liter.
Experimental data are shown as full symbols (�), and theoretical data as full
line (LM + LHM). The different component concentrations in solution calculated
by the model are presented as dotted line. The compound name is given next
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t
degree equation, [LHM] is computed with Eqs. (2), (4)–(6).
Fluorescent probe concentration ([LM] + [LHM]) is connected
free Rhod-5N). (A) [L]total = 0.51 �M, [NaCl] = 0 M and (B) [L]total = 0.48 �M,
NaCl] = 0.7 M.

.4.1. Kd determination
pH was maintained to 8 in order to avoid the presence of

rotonated form of the probe. The environment is modeled by
he classical equilibrium between M (the calcium) and L (the
ree probe). We obtain:

L] = KdLM × γLM

γL × γM
× [LM]

[M]
(2)

We find the theoretical Eq. (3) resulting from the con-
ervation of the probe concentration at constant volume
L]total = [L] + [LM]:

LM] = [L]total

(1 + (KdLM/[M]total) × (γLM/γL × γM))
(3)

The fluorescent probe concentration [LM] is connected to the
otal calcium concentration [M]total and total probe concentra-
ion [L]total with equilibrium constants KdLM as variable. We
ssume that [M] is equal to [M]total when [M]total > 100[L]total.
n order to compare the experimental and the theoretical curves,
he variables are computed with the solver of MS Excel [7].

.4.2. pH variation

The complex model, presented here, is used to correctly sim-

late the pH variation experiments. The complex equilibrium
ystem of L, M, H, LM, LMH, LH, LH2 species (L = Rhod-5N
nd M = calcium and H = proton), when the calcium M binds to

t
t
K

(

o the respective curves: LM (Rhod-5N bound to calcium); LH (protonated
hod-5N); LHM (protonated Rhod-5N bound to calcium); L (free probe). (A)

L]total = 0.58 �M, [M]total = 0.1 M and (B) [L]total = 0.38 �M, [M]total = 0.01 M.

and to LH, is solved. Four equations for LM, LH, LHM and
H2 have to be solved. We assume that LM and LHM are both
uorescent.

The mathematical resolution results from the conser-
ation of the probe concentration [L]total = [LM] + [L] +
LH] + [LHM] + [LH2], with [L] defined in Eq. (2)

LH] = 1

KaLH
× γL

γLH
× (H) × [L] (4)

LHM] = 1

KdLHM
× γLH × γM

γLHM
× [LH] × [M] (5)

LH2] = 1

KaLH2

× γLH

γLH2

× (H) × [LH] (6)

Combining these equations, we obtain second-degree equa-
ion to calculate [LM]. [LM] is computed resolving this second-
o proton activity (H), total calcium concentration [M]total and
otal probe concentration [L]total with equilibrium constants

dLM, KaLH, KdLHM, KaLH2 as variables. The proton activity
H) is obtained from pH data.
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Fig. 3. Structure of calcium bound Rhod-5N: LM. Atoms in bold letters corre-
s
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Fig. 4. Experimental spectra of Rhod-5N (0.51 �M) after excitation at 551 nm
obtained for different calcium concentrations. The X-axis represents the emis-
sion wavelength in nanometer. The Y-axis represents the fluorescence intensity
in arbitrary units. Five spectra were recorded separately and overlaid. The
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pond to the crown ether structure. Global charge of the anion: 1, of the counter
on K+: 1.

.4.3. Activity coefficients
Activity coefficients of each ions in the prepared solutions

re calculated from Davies formula (derived from Debye and
ückel theory) [8]:

og(γM) = −A× z2
i

( √
I

1 + √
I

− 0.3 × I

)

(7)

The coefficient A varies with temperature; at 25 ◦C we take
.509. Notice that the ionic strength change with the ion con-
entration Ci (I = 1/2

∑
ciz

2
i ). As long as the calcium con-

entration is above 0.1 mM we neglect the probe and proton
oncentrations. Thus, calcium concentrations vary during Kd
etermination experiments but not for pH variation experiments.
t is also true for the activity coefficient of each ion. zi is the
lobal charge of the ions. We assume that the global charge of
he probe is equal to 3 for the free probe L, 1 for LM (Fig. 3), 2
or LH, 1 for LH2 and 0 for LHM.

. Results and discussion

The metal chelate LM is shown in Fig. 3. The probe forms a
rown ether structure around the calcium ion, the two remain-
ng carboxyl group positioning above and below the central
tructure. Complexation avoids possible interaction between
arboxyl and amino groups due to electrostatic attraction. In the
ree probe L, the twist due to this interaction makes less favorable
he delocalization in the rhodamine moiety. It certainly causes
he quenching of the fluorescence of the free probe.

.1. Rhod-5N emission

The probe is fluorescent when bound to calcium, i.e. LM,
ith an intensity maximum at 574.5 nm. The linearity of the

esponse of the probe fluorescence is verified when totally
ounded, within the range 0.1–0.8 �M Rhod-5N. After EDTA

ddition, the probe solution, i.e. L, does not show fluorescence
nymore. Without EDTA, in de-ionized water the residual cal-
ium bounds partially to the probe. Increasing the calcium
oncentration increases the fluorescence intensity of LM, the

c
b
w
f

rrows pointed to the respective curves indicate the corresponding calcium
oncentration. Insert: The fluorescence intensity versus calcium bound probe
oncentration calculated from the corresponding calcium concentrations.

etal chelate. These results are shown in Fig. 4. The response
f the fluorescence signal versus calcium bound probe, LM,
oncentration is linear (Fig. 4, insert) in all the range tested
[M] = 0.1–10 mM). The fluorescence spectrum shape does not
hange up to 0.2 M. However, we observe a gradual red-shift
hen the calcium concentration becomes higher than 0.2 M due

o a more complex behavior. It is already known that the fluores-
ence of the cation probe Mag-Indo-1 changes with increasing
alcium concentration [9]. Here, we record spectra below this
alcium concentration. Besides, since the unbound probe L is
egraded under irradiation, we carefully avoid irradiation before
ecording the spectrum and reduce the recording-range between
60 and 630 nm. We do not notice any degradation of the calcium
ound probe LM.

.2. Determination of Kd

Fig. 1 shows the concentration of the calcium bound probe
LM] versus the total calcium concentration [M]total in absence
Fig. 1A) and in presence (Fig. 1B) of sodium chloride. Exper-
mentally, the calcium concentration is decreased and the pH
s kept at 8.0 (see Section 2). Experimental [LM] is calculated
Eq. (1)) from the intensities and the total probe concentration
L]total.

Eq. (3) gives the theoretical [LM]. In Fig. 1A, only calcium
nd Rhod-5N are present in solution. The equilibrium between
and LM depends on the equilibrium constant, with KdLM the

nly variable in the equation to be computed with the solver of
S Excel. For each point, [M]total is calculated using the calcium

oncentration of solution B and calcium residual in solution A.
his concentration varies from one experiment to the other. It

s calculated from the fluorescence intensity of solution A and
e use it as an additional variable in the model. We compute

he dissociation constant (0.14 ± 0.03 mM) and the residual cal-

ium concentration. KdLM is lower than the dissociation given
y Molecular Probe (0.32 mM). The residual calcium (13 �M)
as exceptionally high in our first experiment. The correction

or residual calcium is not necessary in this case, but improved
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he fit of experimental and modeled curves at lower calcium
oncentrations.

.2.1. Addition of NaCl
Seawater is a complex medium. If the calcium is present at

bout 10 mM, the other ions increase the global ionic concen-
rations. Salinity 35 is equivalent to a sodium chloride concen-
ration of 0.7 M. To confirm the validity of our model and to test

dLM value, we decided to reproduce the experiments replacing
he de-ionized water by a solution of 0.7 M NaCl. The experi-

ental data and the model (Eq. (3)) is shown in Fig. 1B. The
onic strength of our solutions (0.69–0.72) is slightly higher than
he limit recommended by Davies formula (I > 0.5). However,
e obtain a reasonable good similarity between the experimen-

al and theoretical data with identicalKdLM value (0.14 mM) and
esidual calcium concentration of 1.2 mM. This high concentra-
ion is probably due to a calcium impurity in the commercially
btained NaCl. As expected, after NaCl addition, the probe bind-
ng is delayed. After addition of 20 mM of calcium the probe is
ot fully bound anymore.

.2.2. Imax calculation
To calculate the experimental [LM] with Eq. (1), we need

o obtain Imax, the intensity when the entire probe is bound
o calcium. Generally (Fig. 1), the employed calcium concen-
ration is not sufficient to entirely bind the probe especially
or high ionic strength solutions. We perform a correction to
btain a realistic value of Imax. Moreover, calcium concentra-
ion higher than 0.2 M cannot be used without changing the
robe binding. From the theoretical model, we calculate Imax.
or example, with initial [M]total = 0.02 M, [L]total = 0.48 �M
nd [NaCl] = 0.7 �M (Fig. 1B) we used a probe saturation
actor of 1.198 (4.800/4.006). After correction we obtained
max = 22,300 a.u., the intensity of the first recorded spectrum
higher calcium concentration) was only of 18,600 a.u.

.3. pH variation

Accurate results require careful control of pH value since the
inding equilibrium is strongly dependent on pH. Molecular
robes advises to work at pH above 6 [10]. LH is a non-
uorescent form of the probe. However, the fluorescent probe
M concentration will depend on LH deprotonation. To con-
rm that at pH 8 no LH is present, we perform pH variation
xperiments.

Fig. 2 shows the experimental data obtained for constant
alcium concentrations, [M]total = 0.1 M (Fig. 2A) and for
M]total = 0.01 M (Fig. 2B). The latter concentration corresponds
o the calcium concentration in seawater. At these concentrations
ven for high pH values, the probe is not totally bound to cal-
ium (94% and 91%, respectively). The ionic strength (I = 0.3
nd 0.03, respectively) is not dependent on the proton concen-
ration. Therefore, the ion activities are constant. To model these

xperimental data, the equilibrium of LM and LH alone cannot
e used. The shape of the curve is too complex. To correctly
odel these data, we use the second-degree equation described

n Section 2.

s
a
o
(

71 (2007) 437–442 441

.3.1. Model
We assume that calcium can bind LH. The new complex LHM

s fluorescent and shows a spectrum identical to the one of LM.
ince the structure of LHM is very similar to the one of LM
i.e. no interaction between carboxyl and amino groups) there
s no reason for a spectral change. But, we expect the affinity
f LH to calcium to be smaller than that of L since only three
arboxyl groups are present. The new dissociation constant is
dLHM. Thus, the addition of a fourth equilibrium (for the for-
ation of LH2 in competition with LHM) with a second acidity

onstant (KaLH2 ) is necessary. The addition of subsequent LH3
nd LH2M forms of the probe was not required as our model
lready correctly fit the experimental data. Moreover, the affin-
ty of LH2 for calcium must be highly reduced. We were able to

odel the two sets of data with the same set of constants after
careful search for the global charge of the probe complexes.
e make simple hypotheses as followed: carboxyl groups: four

egative charges and amino group: one positive charge (global
harge of L: 3). After addition of Ca2+, the global charge of LM
s 1 (Fig. 3). After reaction of one carboxyl group with a proton,
he global charge of LH is 2 and that of LHM is 0.

.3.2. Dissociation and acidity constants
The simulation of the experimental data with a model with

our constants allows for many possible solutions for the four
alues. To obtain the new constants with reliability, we set
dLM to 0.14 mM. This enabled us to find for the two exper-

ments (Fig. 2A and B), the following set of constants: dis-
ociation, KdLHM = 4.5 mM and acidity, KaLH = 0.02 �M and

aLH2 = 15 �M. The presence of a second calcium-probe equi-
ibrium can explain the difference found between the dissoci-
tion constant given by Molecular Probe (0.32 mM) and our
issociation constants (0.14 and 4.5 mM). The value of pKaLH
s 7.7.

.3.3. Working pH
In Fig. 2, we can observe that the protonated forms of the

robe, LH and LHM; are present, among others, between pH 6
nd 8. From the theoretical model established for the pH vari-
tion, we can extrapolate the pH value from which these two
rotonated forms disappeared. In Fig. 2B ([Ca2+] = 0.01 M),
t pH 8, less than 2% of the probe are bound to proton. For
Ca2+] = 0.001 M, 9% of the probe are bound to protons. This
ill restrict the use of Eq. (3) for measurements of calcium at this
H and lower one. However, a mathematical correction of the
robe concentration can be simply obtained from the theoretical
odel. This will allow working at a chosen pH.

.4. Useful range of utilization and reproducibility

The method is tested for the determination of calcium concen-
ration by multiple replicate measurements. Different manipula-
ion conditions are tested and compared (replacement of titrisol

olution by NaOH, pH 9). We have also tested the potential inter-
ctions of other cations with Rodh-5N to mimic the complexity
f seawater. We have checked the effect of the addition of MgCl2
Mg2+ being the main cation in seawater after Na+) and of the
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ddition of HgCl2 (1 �l/1 ml, an inhibitor of biological devel-
pment that is added to the sea sample for technical reason).
e did not see changes of the spectrum shape or changes of

uorescence intensities after addition of HgCl2 or MgCl2.
In order to obtain an optimal utilization range, we make the

ypothesis that we obtain a reliable evaluation of calcium con-
entration between pKd −1 and pKd + 1. In this case the intensity
atio, ILM/Imax, is between 0.1 and 0.9. In theory, this is related
o a calcium concentration between 0.14 �M and 1.4 mM. How-
ver, in this calcium concentration domain, the ionic strength
ffect is not negligible. If we calculate with our model the ionic
trength effect due to calcium alone (i.e. without [NaCl]), the
omain ranges from [Ca] = 20 �M to 7 mM. Considering that
omain and the calcium concentrations usually found in seawa-
er, we should dilute a seawater sample tenfold. In this case, we
ave to consider the presence of other ions in the diluted sam-
le. Thus, for NaCl = 0.07 M, we obtain the domain for calcium
oncentrations ranging from 0.2 to 40 mM. With this approach,
e will be able to adapt the domain of measurements depending
pon the experimental conditions.

The results obtained for one set of measurements
[Ca] = 1 mM and [NaCl] = 0.07 M) are shown in Table 1. The
alcium activities are calculated from Eqs. (1) and (3) after cor-
ection of the presence of LH around pH 8. The correction
actor for LH, 1.090 for pH 8.05 was obtained from the the-
retical model. Within the variation range of pH (±0.02 after

ddition of 1/10 of the titrisol solution, pH 8), this correction
actor varies only 1/1000th fold. NaCl concentration (0.07 M)
as used to evaluate the ionic strength value using our model. We
btained after iterative calculation, a ionic strength of 0.073 for [
71 (2007) 437–442

he experimental solution, allowing us to calculate an activity
oefficient of 0.409 for calcium. We obtained the mean cal-
ium activity and the mean concentration of 0.419 and 1.03 mM,
espectively (Table 1). The reproducibility is expressed as the
tandard deviation of the five samples (S.D. = 0.02 mM for cal-
ium concentration). We are now testing if this accuracy (<2%)
s sufficient to measure calcium concentration variations in sea-
ater collections.
The spectroscopic determination of calcium concentrations

n high ionic strength solutions constitutes a very rapid method.
he new method described here was successfully tested on sea-
ater collected from 3000 m depth to surface Pacific Ocean
ater and we intend to develop automated measurements. This
ill increase the accuracy of data acquisition and will allow us

o perform the measurements directly on board oceanographic
hips just after sampling.
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bstract

We are proposing for the first time the use of a Nafion/multi-walled carbon nanotubes dispersion deposited on glassy carbon electrodes (GCE)
s a new platform for developing enzymatic biosensors based on the self-assembling of a chitosan derivative and different oxidases. The electrodes
re obtained by deposition of a layer of Nafion/multi-wall carbon nanotubes dispersion on glassy carbon electrodes, followed by the adsorption of
chitosan derivative as polycation and glucose oxidase, l-aminoacid oxidase or polyphenol oxidase, as polyanions and biorecognition elements.
he optimum configuration for glucose biosensors has allowed a highly sensitive (sensitivity = (0.28 ± 0.02) �A mM−1, r = 0.997), fast (4 s in

eaching the maximum response), and highly selective (0% interference of ascorbic acid and uric acid at maximum physiological levels) glucose
uantification at 0.700 V with detection and quantification limits of 0.035 and 0.107 mM, respectively. The repetitivity for 10 measurements
as 5.5%, while the reproducibility was 8.4% for eight electrodes. The potentiality of the new platform was clearly demonstrated by using the

arbon nanotubes/Nafion layer as a platform for the self-assembling of l-aminoacid oxidase and polyphenol oxidase. Therefore, the platform

e are proposing here, that combines the advantages of nanostructured materials with those of the layer-by-layer self-assembling of polyelec-

rolytes, opens the doors to new and exciting possibilities for the development of enzymatic and affinity biosensors using different transdution
odes.
2006 Elsevier B.V. All rights reserved.
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eywords: Carbon nanotubes; Layer-by-layer; Enzymatic biosensors; Nafion;

. Introduction

Carbon nanotubes (CNTs) represent an important group
f nanomaterials with very unique electronic, chemical and
echanical properties [1–4]. The first application of CNTs for

iosensors was proposed in 1996 by Britto et al. [5]. Since then,
NTs have been used for preparing biosensors employing dif-

erent strategies: by dispersing them in acidic solutions [6,7],
,N′-dimethylformamide [8–10], Nafion [11,12] and chitosan
13–15] among others; by incorporating in composites matri-
es using different binders like Teflon [16,17], bromoform [18],
ineral oil [19–24] and inks [25]; by immobilizing on pyrolitic

∗ Corresponding author. Tel.: +54 351 4334169/80; fax: +54 351 4334188.
E-mail address: grivas@mail.fcq.unc.edu.ar (G.A. Rivas).

1 Permanent address: Laboratoire de Physico-Chimie des Polymères, UMR
NRS 5067, LRMP – Helioparc Pau Pyrénées, 2 Av. du Président Angot, 64053
AU Cedex 09, France.
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039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.03.056
carbon; Glucose oxidase; Polyphenol oxidase; l-aminoacid oxidase

raphite electrodes [26,27]. Wang et al. [11] have demon-
trated the ability of the perfluorosulfonated polymer Nafion
o disperse single wall (SWCNTs) and multi-wall (MWC-
Ts) carbon nanotubes. They reported a dramatic decrease in

he overvoltage for hydrogen peroxide oxidation and reduc-
ion as well as a highly selective glucose quantification after
mmobilization of glucose oxidase (GOx) by cross-linking with
lutaraldehyde.

Here, we propose the use of MWCNTs dispersed in Nafion
nd deposited on a glassy carbon electrode (GCE) as a plat-
orm for building supramolecular architectures based on the
elf-assembling of polyelectrolytes. Since the pioneering work
f Decher [28], there has been great interest in using the layer-
y-layer immobilization of polyelectrolytes for the development

f biosensors [29–31]. In this case we used a chitosan derivative
alled quaternized chitosan (CHIT) as polycation; and glucose
xidase (GOx), polyphenol oxidase (PPO) and l-aminoacid oxi-
ase (l-AAOx) as polyanions and biorecognition elements.
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In the following sections we report the analytical perfor-
ance of the resulting supramolecular architectures for the

ighly sensitive determination of glucose, phenols, catechols
nd l-aminoacids.

. Experimental

.1. Reagents

Hydrogen peroxide (30% v/v aqueous solution) was pur-
hased from Baker. Ascorbic acid (AA) was obtained from
luka. Glucose oxidase (GOx) (Type X-S, Aspergillus niger,
EC 1.1.3.4), 210,000 Units/g of solid, Catalog number G-7141),
olyphenol oxidase (PPO) (from mushroom, (EC 1.14.18.1),
800 Units/mg of solid), l-aminoacid oxidase (l-AAOx) (Type
from crude dried venom from Crotalus adamanteus, (EC

.4.3.2), 0.38 Units/mg of solid), dopamine, catechol, catechine,
-hystidine and l-phenylalanine were from Sigma. Uric acid
UA) and glucose were obtained from Merck. Nafion (Naf) (5%
n alcoholic solution) was purchased from Aldrich. Other chem-
cals were reagent grade and used without further purification.

ulti-wall carbon nanotubes 5–20 �m long and 20–50 nm diam-
ter were obtained from NanoLab (USA).

Chitosan is obtained by deacetylation of chitin and it can
e considered as a copolymer of (1–4) linked N-acetyl-�-d-
lucosamine and �-d-glucosamine units. Original chitosan from
ronova (Norway) with molecular weight of 190,000 g/mol was
sed for preparing quaternized chitosan (CHIT). The degree of
cetylation (DA) is the molar fraction of acetylated unit in the
olymeric chain while the degree of substitution (DS) is the
olar fraction of ammonium units in the macromolecular chain.

n this case, DA is 12 mol% and DS is 40 mol%. Briefly, the quat-
rnized chitosan (Scheme 1) was prepared in the following way.
he purified chitosan was dispersed in N-methyl pyrrolidone
ontaining methyl iodide, sodium iodide and 15% aqueous solu-
ion of sodium hydroxide. This dispersion was stirred at 60 ◦C
or a given time. The counterion I− is then exchanged by Cl−

y dissolving the quaternized polymer in a small quantity of
ater followed by the addition of HCl in ethanol. The average
olecular weight was 52,750 g/mol.
All solutions were prepared with ultrapure water (ρ = 18 M�)

rom a Millipore-Milli-Q system. A 0.050 M phosphate buffer
olution pH 7.40 was employed as supporting electrolyte.

p
(
p
a
s

Scheme 1
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.2. Apparatus

The measurements were performed with an EPSILON poten-
iostat (BAS). The electrodes were inserted into the cell (BAS,

odel MF-1084) through holes in its Teflon cover. A platinum
ire and Ag/AgCl, 3 M NaCl (BAS, Model RE-5B) were used as

ounter and reference electrodes, respectively. All potentials are
eferred to the latter. A magnetic stirrer provided the convective
ransport during the amperometric experiments.

.2.1. Preparation of the working electrode
Prior to surface modification, the glassy carbon electrodes

3 mm diameter, Model CHI104, CH Instruments) were cleaned
y polishing with 1.0, 0.3 and 0.05 �m alumina slurries, washed
ith water and finally sonicated in water for 1 min. After that, the

lectrodes were cycled 10 times between −0.300 and 0.800 V
n a phosphate buffer solution (0.050 M, pH 7.40) at 0.050 s−1.
he biosensors were prepared by casting the GCE with 20 �L
f a 2.0 mg/mL CNTs dispersion prepared in Nafion by sonicat-
ng for 5 min. The coating was allowed to dry for 2 h at room
emperature. In the selected scheme for glucose biosensing, an
dditional casting of 20 �L Nafion solution without CNTs was
lso done and it was allowed to dry for two more hours. After
hat, the electrodes were immersed in a solution of 1.0 mg/mL
HIT for 20 min, followed by an immersion in a GOx solution

1.0 mg/mL) for additional 20 min (both solutions prepared in
.050 M phosphate buffer solution pH 7.40). Biosensors con-
aining PPO or l-AAOx as biorecognition layers were prepared
n a similar way by immobilizing the CNTs dispersed in a 2%
/v Nafion solution (in a phosphate buffer solution pH 7.40), fol-
owed by the alternate deposition of CHIT and PPO or l-AAOx
2.0 mg/mL). No additional Nafion layer was included in these
ases. Supramolecular multistructures with higher number of
HIT/enzyme bilayers were obtained by alternate deposition of

he polyelectrolytes.

.3. Procedure

The amperometric experiments were carried out in a phos-
hate buffer solution (0.050 M, pH 7.40) by applying 0.700 V

glucose and l-aminoacids sensors) or −0.050 V (catechols and
henols sensors) and allowing the transient current to decay to
steady-state value prior to the addition of the analyte and sub-

equent current monitoring. Cyclic voltammetric experiments

.
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ere performed using a 0.050 M phosphate buffer solution pH
.40.

. Results and discussion

In this work we used Nafion in two directions, for dis-
ersion and further immobilization of CNTs on GCE, and as
precursor film for the self-assembling of CHIT and oxi-

ases. Fig. 1 displays amperometric recordings at 0.700 V for
CE/(CNTs/Naf) (A) and for GCE/(CNTs/Naf)/CHIT/GOx

B) after successive additions of 2.5 mM glucose solution. As
xpected, no response is obtained at the electrode without the
iocatalytic layer (A). On the contrary, a sensitive (sensitiv-
ty = (0.0869 ± 0.0004) �A mM−1, r = 0.9996), fast (4 s to reach
he stationary current), and well-defined response is obtained
nce GOx was self-assembled on the GCE/(CNTs/Naf). These
esults are clear evidence that the Nafion layer contain-
ng CNTs behaves as a “precursor” film allowing the effi-
ient self-assembling of CHIT and GOx. Analogous exper-
ments using GCE/(Naf)/(CHIT/GOx) gave a sensitivity of
0.00098 ± 0.00004) �A mM−1, demonstrating the excellent
atalytic effects of CNTs towards the oxidation of hydrogen
eroxide.

The influence of the time for drying the CNT/Naf layer
eposited on the glassy carbon surface on the analytical per-
ormance of the resulting electrodes was evaluated by preparing
lectrodes with different drying times (30, 60, 120 and 240 min).
he comparison was made from the amperometric response of

he hydrogen peroxide enzymatically generated after successive
dditions of glucose. The sensitivity increased with the drying

ime between 30 and 120 min, to remain constant thereafter (not
hown). Therefore, the selected time was 120 min.

The influence of the number of CNTs/Naf layers on the
esponse of the bioelectrode was also studied (not shown). Dif-

ig. 1. Amperometric recordings obtained after successive additions of 2.5 mM
lucose at GCE/(CNTs/Naf) (A) and at GCE/(CNTs/Naf)/(CHIT/GOx) (B).
orking potential: 0.700 V. Supporting electrolyte: 0.050 M phosphate buffer

olution pH 7.40.
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ig. 2. Sensitivities for glucose determination obtained from amperometric
ecordings at 0.700 V as a function of the number of CHIT/GOx bilayers.

erent electrodes were prepared by immobilizing successive
ayers of CNTs/Naf up to five. The response of the resulting
lectrodes was obtained from amperometric measurements at
.700 V after successive additions of hydrogen peroxide. The
ensitivity remained constant even after five CNTs/Naf layers.
ensitivities of 18.12, 20.03, 16.81, 17.47 and 17.75 �A mM−1

ere obtained for 1, 2, 3, 4 and 5 CNTs/Naf layers, respec-
ively. Therefore, it is clear that CNTs located far away from the
lassy carbon electrode are not connected each other and further
evelopments include just one CNTs/Naf layer.

The number of biocatalytic layers in the supramolecular
rchitecture is another very important variable in the analytical
erformance of biosensors prepared by self-assembled multilay-
rs. Fig. 2 shows the effect of the number of CHIT/GOx bilayers
n the sensitivity of the resulting bioelectrodes obtained from
mperometric recordings at 0.700 V after successive additions
f glucose. The sensitivity increases almost linearly with the
umber of CHIT/GOx bilayers up to the third one. After that, the
esponse of the bioelectrode slightly decreases to remain almost
onstant even up to nine CHIT/GOx bilayers. Two can be the
easons for this behavior, either the occurrence of some distur-
ance in the assembling of additional CHIT/GOx bilayers after
he third one, or the appearance of some problems associated
ith the diffusion of the hydrogen peroxide generated in the
iocatalytic layers placed far away from the electrode surface.
o evaluate these two possibilities, we carried out experiments
imilar to those performed with glucose (Fig. 2), but using
ydrogen peroxide instead of glucose. After assembling one
HIT/GOx bilayer to GCE/(CNTs/Naf), the sensitivity for
ydrogen peroxide decreased from 18.12 to 9.0 �A mM−1. No
urther changes in sensitivity were observed for bioelectrodes
repared by assembling additional CHIT/GOx bilayers. In fact,
ensitivities of 8.3, 9.3, 9.1 and 9.5 �A mM−1 were obtained for

lectrodes containing 2, 3, 4 and 5 bilayers, respectively. These
esults demonstrate that there are no problems with hydrogen
eroxide diffusion to the glassy carbon electrode through the
upramolecular multistructure, even for electrodes prepared
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ith five CHIT/GOx bilayers. The decrease in sensitivity
bserved when assembling the first CHIT/GOx bilayer can
e attributed to the interaction of CHIT with CNTs/Naf film
hat generates some disturbance in the organization of this
lm and makes CNTs less accessible for hydrogen peroxide
xidation.

In order to evaluate the incidence of the interaction
etween CHIT and the Nafion layer that “supports” the
NTs on the analytical response of the electrode, we car-

ied out analogous experiments using an extra layer of Nafion
without CNTs) placed between CNTs/Naf and CHIT/GOx
ayers (GCE/(CNTs/Naf)/Naf/(CHIT/GOx)). The sensitivity
f the resulting bioelectrode for hydrogen peroxide was
5.00 �A mM−1, value close to the sensitivity obtained at
CE/(CNTs/Naf) (18.12 �A mM−1). In agreement with these

esults, the sensitivity to glucose also increased when an
dditional layer of Nafion was placed between the lay-
rs of CNTs/Naf and CHIT/GOx (0.080 �A mM−1 versus
.201 �A mM−1). Thus, the additional layer of Nafion avoids
he interaction between the Nafion layer that “supports” CNTs
nd the CHIT layer, leaving the CNTs more accessible for hydro-
en peroxide oxidation. Hence, the “no increase” in sensitivity
owards glucose for electrodes prepared with several CHIT/GOx
ilayers may be due to a non adequate charges screening that
eads to a poor assembling of CHIT and GOx after the third
HIT/GOx bilayer.

Another important aspect to be considered when evaluat-
ng the analytical performance of an electrochemical glucose
iosensor is the interference of easily oxidizable compounds
uch as ascorbic acid and uric acid. In the simplest scheme
CE/(CNTs/Naf)/(CHIT/GOx)n, the interference of these eas-

ly oxidizable compounds decreases as the number (n) of
HIT/GOx bilayers increases. For instance, the interference of
A in the oxidation signal for 5.0 mM glucose decreases from
89% to 27% for electrodes prepared with 1 and 5 bilayers,
espectively. Considering that the scheme based on the use of
n intermediate layer of Nafion gave better sensitivity for glu-

ose, we evaluate the effect of such intermediate Nafion layer
n the selectivity of the bioelectrode. The interference for the
aximum physiological level of AA (1.0 × 10−4 M), decreased

rom 389% to 12% at GCE/(CNTs/Naf)/Naf/(CHIT/GOx). Even

a
r
o
o

ig. 3. Amperometric recordings for additions of 5.0 mM glucose followed by addi
.700 V.
71 (2007) 270–275 273

more important decrease in the interference of AA and UA was
btained after assembling a second CHIT/GOx bilayer. Fig. 3
hows the amperometric response at 0.700 V of 5.0 × 10−3 M
lucose followed by successive additions of 5.2 × 10−5 M UA
A) and 2.5 × 10−5 M AA (B). While a well defined glucose
esponse is obtained, the maximum physiological levels of AA
1.0 × 10−4 M) and UA (3.6 × 10−4 M) results in negligible sig-
als that gives a final interference of 0% in both cases.

Amperometric experiments at 0.700 V showed that GCE/
CNTs/Naf)/Naf/(CHIT/GOx)2 responds rapidly to changes in
he level of glucose, producing steady-state signals within 4 s
ccompanied by a low noise level. A linear relationship between
urrent and glucose concentration was obtained up to 7.5 mM
lucose with a sensitivity of (0.28 ± 0.02) �A mM−1, r = 0.997,
detection limit of 0.035 mM (taken as 3.3 × S0/m being S0 the

ignal obtained in the absence of the analyte and m the slope)
nd a quantification limit of 0.107 mM (taken as 10 × S0/m).
he repetitivity for 10 calibrations was 5.5%, while the repro-
ucibility was 8.4% for eight electrodes.

Therefore, since GCE/(CNTs/Naf)/Naf/(CHIT/GOx)2 has
llowed the best compromise between sensitivity, selectivity and
reparation time, it was the selected scheme for the design of a
ensitive and selective biosensing platform for glucose determi-
ation.

The potentiality of the new platform was evaluated in con-
ection with the assembling of other enzymes like PPO and
-AAOx. PPO is an enzyme involved in the aerobic oxida-
ion of phenols and catechols to the corresponding quinones.
ig. 4A shows the effect of the number of CHIT/PPO bilayers
n the sensitivity of the bioelectrode towards catechol obtained
t −0.050 V from the reduction of the quinone enzymatically
enerated. The sensitivity increases linearly with the number of
ilayers up to six due to the increase in the amount of the biocat-
lyst, to remain almost constant thereafter, probably due to some
onstability of the resulting supramolecular architecture. Fig. 4
lso shows the amperometric recordings at −0.050 V obtained
fter addition of different substrates, catechol (B) dopamine (C),

nd the polyphenol catechine (D). A very fast and sensitive
esponse was observed in all cases, demonstrating the usefulness
f the CNTs/Nafion layer as a precursor film for self-assembling
f PPO. The sensitivities were (0.186 ± 0.004), (0.123 ± 0.004),

tions of 5.2 × 10−5 M UA (A) and 2.5 × 10−5 M AA (B). Working potential:
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ig. 4. (A) Sensitivities for catechol obtained from amperometric recordings
atechol (B), dopamine (C) and catechine (D). Working potential: −0.050 V.

nd (0.062 ± 0.002) �A�M−1 for catechol, dopamine and cat-
chine, respectively.

The new platform was also used for designing l-aminoacids
iosensors by self-assembling of l-AAOx, enzyme that cat-
lyzes the oxidation of l-aminoacids to �-ketoacids, and pro-
uces hydrogen peroxide during its regeneration. The immo-
ilization of l-AAOx demonstrated to be highly efficient. For
nstance, detection limits of 0.5 and 0.2 �M were obtained
or l-histidine and l-phenylalanine, respectively, using a
CE/(CNTs/Naf)/(CHIT/l-AAOx) (not shown).

. Conclusions

In summary, we are proposing for the first time the use of
dispersion of CNTs in Nafion deposited on GCE as a new

latform for developing enzymatic biosensors based on the self-
ssembling of quaternized chitosan and different oxidases. This
pproach that combines the advantages of nanostructured mate-
ials like CNTs with those of the layer-by-layer self-assembling
f polyelectrolytes, opens the doors to new and exciting possi-
ilities for the development of enzymatic and affinity biosensors
sing different transdution modes. Our group is currently work-
ng on this direction.
cknowledgments

The authors thank Fundación Antorchas, Consejo Nacional
e Investigaciones Cientı́ficas y Técnicas de Argentina (CON-

[

[
[
[

unction of the number of CHIT/PPO bilayers. Amperometric recordings for

CET), Secretarı́a de Ciencia y Tecnologı́a de la Universi-
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bstract

An optical probe responsive to gallium(III) ion has been developed. The gallium sensing system was prepared by incorporating 4-(p-nitrophenyl
zo)-pyrocatechol (NAP) as ionophore in a plasticized PVC membrane containing tributylphosphate (TBP) as plasticizer. The sensing membrane
n contact with gallium ion at pH 3.5, changes color from yellow-brown to pink-brown. Under optimum conditions, the proposed membrane

isplayed a linear range of 5–83 �M with a limit of detection of 4 �M. The response time of the membrane was within 10–15 min depending on the
oncentration of Ga3+ ions. The selectivity of the probe towards gallium determination was found to be very good. Experimental results showed
hat the probe could be used as an effective tool in analyzing the gallium content of water samples.

2006 Elsevier B.V. All rights reserved.
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. Introdution

Chemical sensor technology involves the key processes of
hemical recognition of the analytes of interest and subsequent
ransduction of the analytical signal. In many optode systems
he sensing element is a reagent that changes its optical proper-
ies in response to an analyte. The sensing reagent is frequently
n indicator dye that has to be immobilized on or entrapped
ithin a suitable matrix. The optical properties measured can be

bsorbance, reflectance, florescence, and refractive index [1,2].
asic principle and the theoretical description of bulk optode
embranes, which are based on the reversible mass transfer of

nalyte from the sample in the bulk of the sensing layer, have
een well elucidated [3,4]. During the last decade optochemical
ensors based on organic polymeric thin or thick films have been
nvestigated [5–9].

Gallium is an indispensable rare metal in manufacture of
lectronic products. Electrothermal atomic absorption spec-
rometry for trace gallium determination has been developed.

olvent extraction [10,11], adsorption [12], ion exchange [13],
embrane [14], copercipitation [15], extraction and chromato-

raphic techniques [16] have been used to preconcentrate gal-

∗ Corresponding author. Tel.: +98 711 6305881; fax: +98 711 2286008.
E-mail address: safavi@chem.susc.ac.ir (A. Safavi).
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rane

ium prior to electrothermal atomic absorption spectrometric
nalysis in order to improve detection limit. A sensitive and
elective flow injection time-based method for on-line precon-
entration/separation and determination of gallium by flame
tomic absorption spectrometry at trace levels has been reported
17]. Electrothermal atomic absorption spectrometry and flame
tomic absorption spectrometry have good detection limits for
allium determination, but these instrumental methods need a
reliminary step for separation and preconcentration of gallium.

A simple and sensitive spectrofluorimetric procedure for the
nalysis of microquantities of gallium in alloys was described.
he method is based on the formation of Ga(III)–(calon-
arboxylic acid) complex [18]. Other chromogenic reagents for
allium determination have also been reported such as rutin [19],
arminic acid and hexadecylpyridinium chloride [20]. Although
allium is important for use in the semiconductor industry, gal-
ium particles and gallium compounds such as gallium arsenide
ave been identified as potential health hazards. Therefore, from
n environmental point of view, the need for sensitive and reli-
ble methods for determining trace concentrations of gallium
as become apparent in various fields. Although there are many
eports on the development of optodes for metal ion determi-

ations [21–25], to the best of our knowledge there has been
o report on the use of optical sensor for gallium determina-
ion. Thus, sensitive and simple gallium optical sensor is still
emanding.
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. Experimental

.1. Reagents

Standard gallium ion solutions were prepared daily by appro-
riate dilution of stock 0.01 M Ga(NO3)3·8H2O (Fluka). 4-
p-Nitrophenyl azo)-pyrocatechol (Fluka), dimethyl sebacate
DMS), ortho-nitrophenyl octyl ether (o-NPOE), dibutyl phtha-
ate (DBP), diethyl sebacate (DES), dibutylsebacate (DBS), trib-
tylphosphate (TBP), high molecular weight poly (vinyl chlo-
ide) (PVC), tetrahydrofurane (THF), all from Fluka or Merck
hemical Companies were used as received. All other chemicals
ere of reagent grade and were used without further purification.
irect-Q water was used throughout the experiments.

.2. Apparatus

A Shimadzu 1601 PC UV–vis spectrophotometer with a 1 cm
ell was used for recording all spectra and absorbance mea-
urements. A Metrohm pH meter (model 780) with a combined
ouble junction glass electrode, calibrated against two standard
uffer solutions at pH 4.0 and 7.0, was used for monitoring pH
alues. All measurements were made in the absorbance mode.
he pH of the solutions was kept constant by using 0.02 M
lycine buffer at pH 3.5.

.3. Membrane preparation

The membrane consisted appropriate amounts of active com-
onents. 50 mg of PVC (31.44%), 100 mg of tributylphosphate,
62.90%) as plasticizer and 9 mg of 4-(p-nitrophenyl azo)-
yrocatechol (NAP), (5.66%) were added in a glass vial and dis-
olved in 1.5 ml of THF. The solution was immediately shaken
igorously to achieve complete homogeneity. A glass plate was
leaned with pure THF to remove organic impurities and dust
nd then placed in the spin-on device. Sixty microliter of the
bove cocktail was injected with 100 �l glass syringe to the glass
late. After 30 s spinning, at rotation frequency of 600 rpm, the
embrane was located in ambient air and allowed to dry in air

or few minutes. The glass-supported membrane was fixed in a
-cm glass cell containing the test solution and was mounted in
he spectrophotometer for absorbance measurements.

. Results and discussion

.1. Measuring principle

Measuring principle can be explained as follows:
The membrane response may be defined as the ratio of the

oncentration of the uncomplexed ligand [C] to the total amount
resent in the membrane [CT], i. e. α= [C]/[CT]. Then the α
alue can be calculated by absorbance measurements at λmax of
omplexed ligand as α= (AC − A)/(AC − AL), where AC is the

bsorbance value of the membrane for complete complexation
i.e. at α= 0), AL is the absorbance value of the membrane for
he free ligand (i. e. at α= 1) [26] and A is absorbance measured
t any time during the titration procedure.

o
F
a
t

ig. 1. Absorption spectra for the immobilized NAP in the presence of
–150 �M of gallium. Arrow indicates increase in gallium concentration.

.2. Spectral characteristic

4-(p-Nitrophenyl azo)-pyrocatechol is a complexometric
gent for some metal ions such as uranyl, thorium, and gallium
ons [27]. Fig. 1 shows the absorption spectra of the membrane
hich were obtained after being equilibrated in glycine buffer

olution (pH 3.5) containing different concentrations of Ga3+

on. The spectral change (decrease in absorption band at 400 nm
nd increase in the absorption band at 526 nm) is a result of an
ncrease in gallium ion concentration in the membrane.

.3. Effect of membrane composition

The response characteristics and working concentration
ange of optical sensor depends significantly on the membrane
omposition, the nature of solvent mediator and the additive used
28].

Several solvent mediators such as o-NPOE, TBP, DES, DBP,
BS were tested as potential plasticizers for preparing the mem-
rane. The absorbance measurements were made for 30 �M
allium ion. The blank membrane (membrane in buffer solution
ithout gallium ion) was taken as the reference. Plasticizers such

s DES and DBS showed good sensitivity but membranes con-
aining these plasticizers showed leakage of the reagent. The
embranes containing TBP revealed best physical properties.
weight ratio of TBP to PVC of 2 provided the best physical

roperties with no leakage of reagent from the membrane. Thus,
BP was selected as an optimum plasticizer.

The effect of the amount of NAP on the response of the mem-
rane is illustrated in Fig. 2. The absorbance measurements at
26 nm were made for 30 �M gallium ion using membranes
ith different amounts of NAP. The blank membrane (membrane
ithout NAP in the buffer solution) was taken as the reference.
he absorbance measurements were expressed as absorbance
ifference, which was defined as the difference between the
bsorbance of the immobilized NAP alone and the absorbance

f the Ga3+-NAP complex at 526 nm. As can be seen from
ig. 2, increase in the amount of NAP results in an increase in
bsorbance. Membranes containing high amounts of NAP (more
han 6%; 10 mg) showed leakage of NAP–gallium complex.
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ig. 2. Effect of the percentage of NAP in the membrane on response of the
embrane toward 30 �M Ga3+ at 526 nm.

In the proposed gallium selective membrane, the presence of
ipophilic anionic additives such as KTpClPB or NaTPB had
o effect on the response of the membrane. This is due to the
esponse mechanism of the membrane. In fact it is believed that
he mechanism of the response of the proposed optode is based
n complexation of NAP and gallium which is accompanied
y deprotonation of NAP and release of proton in the solution.
hus, the electroneutrality is maintained through the membrane,
ithout the need for the addition of any lipophilic anionic addi-

ive.

.4. Effect of pH and buffer type on response of the optode

Fig. 3 shows the effect of pH values on the absorbance
ntensity of the optode membrane. The absorbance measure-

ents were made for 30 �M gallium ion at different pH values
t 526 nm. The blank membrane (membrane without NAP in

uffer solution) was taken as the reference. The absorbance mea-
urements were expressed as absorbance difference, which was
efined as the difference between the absorbance of the immobi-
ized NAP alone and the absorbance of the Ga3+-NAP complex

ig. 3. Effect of pH on response of the membrane in the presence of 30 �M
a3+ at 526 nm.
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Fig. 4. Calibration curve at 526 nm.

t 526 nm. pH values were adjusted by the addition of NaOH
1 M) and HCl (1 M).

As pH increases from one to nine, the difference in
bsorbance reaches a maximum at pH 3.5, and then decreases
harply. This phenomenon might be due to the fact that at low pH
alues (pH < 3), complexation is weak. At pH values higher than
.5, Ga3+ forms different hydroxide species (Ga(OH)n

−(n−3))
hich make it unable to form complex with NAP (α values for
a3+ at pH 1, 3, 3.5, 4, are 0.99, 0.39, 0.11, 1.9 × 10−4, respec-

ively) [29]. Also at pH values higher than 3.5, the ligand has
eakage from the membrane. Thus, pH 3.5 was selected for fur-
her studies. Response studies of this membrane to various buffer
olutions including acetate, citrate, universal and glycine (pH 3.5
nd 0.1 M) showed that it responded the best to glycine buffer.
n glycine buffer the membrane optode showed better sensitivity
nd response time. Therefore, glycine buffer was selected as the
ptimum buffer for further studies.

.5. Dynamic range and response time

Fig. 4 shows the response of the optode membrane to var-
ous concentrations of Ga3+ ions under optimal experimental
onditions. In this case 150 �M was found as the concentra-
ion of Ga3+ ion that saturates the membrane optode. As can be
een from Fig. 4, the plot of (1 −α) versus logarithm of gal-
ium ion concentration (M) exhibited a linear range between

and 83 �M Ga3+with equation of Y = 0.8284 X + 4.3961
R2 = 0.9926, R = 0.9963) where Y is (1 −α) and X is logarithm
f gallium ion concentration (M).

The limit of detection estimated as the concentration of ana-
yte producing an analytical signal equal to three times the
tandard deviation of the blank signal was 4 �M.

An important analytical feature of any optode is its response
ime. The response time of the present optode is controlled by
he time required for the analyte to diffuse from the bulk of
he solution toward the membrane interface to associate with

igand. The response of the membrane was found to reach 90%
f the total signal in 10–15 min depending on the concentration
f Ga3+. Fig. 5 shows the time course of the response of the
embrane to a 30 �M solution of Ga(III) ion. In general, the
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Table 1
Effect of foreign ions on the determination of 10 �M gallium ion

Foreign ions Tolerated molar ratio,
[interference]/[Ga3+]

Ba2+, Fe2+, Ni2+, Mn2+, Co2+, Cu2+, Al3+, Mg2+,
Ca2+, K+, Na2+, Zn2+, Be2+

500

Fe3+a, Zr4+b, UO2
2+b, Th4+b, Pb2+, Cd2+, Ti4+, Tl+,

Tl3+, In3+, Ce3+, Se4+, As3+, Fe2+, La3+, Cr3+,
Cr2O7

2−

100

VO2+ 4
Hg2+, Ag+ Precipitated
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To test the practical application of the present sensor,
some natural water samples (river water) spiked with different
amounts of gallium ion were analyzed and the concentrations of
gallium ion were measured by the proposed optode (Table 2).

Table 2
Results of gallium (III) ion determination in spiked samples

Sample Ga(III) Added (�M) Ga(III)Found (�M)a Recovery (%)

Water 1 0 N.D.b

8 7.8 (±0.16) 97.5
Water 2 0 N.D.

20 18.7 (±0.12) 93.5
ig. 5. Typical response curve of the membrane for 30 �M of Ga3+ at 526 nm.

esponse time is more rapid when proceeding from dilute to
oncentrated solution.

.6. Regeneration of optode membrane

Some reagents including HCl, HNO3, H3PO4, pyrogallol, bis
aminoethyl)-glycoether–N,N,N′,N′,-tetra acetic acid (EGTA),
itrate, nitrilotriacetic acid (NTA), EDTA, NaF, 5-sulfosalicylic
cid (dihydrate) and different mixtures of them were studied
s regenerating reagents. It was found that none of the above
eagents or their mixtures could regenerate optode membrane
ompletely and thus the membrane could be used as a probe for
allium ion determination.

.7. Reproducibility, short-term stability and lifetime

To study the short-term stability of the optode membrane, the
bsorbance of optode in contact with 10 �M solution of Ga3+

uffered at pH 3.5 was recorded over period of 5 h. During this
eriod, there was no evidence of leakage of NAP from the mem-
rane. When the membrane was exposed to light, no drift in
ignal was occurred and the optode was stable over the dura-
ion of the experiment with no leaching of the indicator. The

embrane was stable over a period of 2 months when not in use
membrane was kept in air) and the signal value of the membrane
id not change.

The difference in the response of individual membrane was
valuated by preparing seven membranes from the same mix-
ure and the reproducibility was obtained by determining the
ignal of the membrane to 15 �M solution of Ga3+. The mean
bsorbance was found to be 0.330 ± 0.009 (mean ± 2S.D.) with
.S.D% = 1.36%. The results show that the reproducibility is

atisfactory.

.8. Selectivity
The optical membrane selectivity, which reflects the relative
esponse of the optode for primary ion over diverse ions present
n solution, is perhaps the most important characteristic of an

W

a In the presence of salicylic acid (0.01 M).
b In the presence of NaF (0.01 M).

on-selective optode. To determine the selectivity of the optode
embrane, the membrane was tested for the determination of

0 �M of Ga3+ ions in the presence of some metal ions including,
b2+, Ba2+, Ni2+, Mn2+, Co2+, Cu2+, Hg2+, Ag+, Al3+, UO2

2+,
h4+, Cd2+, Mg2+, Ca2+, K+, Na+, Ti4+, Tl+, Tl3+, In3+, Ce3+,
e4+, As3+, Fe2+, Fe3+, Zr4+, VO2+, La3+, Zn2+, Cr3+, Cr2O7

2−.
he tolerance limit was taken as the concentration causing an
rror of ±5% in the analytical signal for determination of Ga3+.

At the applied pH value, no interference was observed from
ven 100-fold excess of the above metal ions except VO2+, Fe3+,
r4+, UO2

2+, and Th4+. Ions such as Hg2+ and Ag+ are precipi-
ated at glycine buffer because of the presence of Cl− anion.

In addition to gallium ion, the membrane produces a response
o some other metal ions such as uranyl, and thorium ions that
orm complexes at pH 3.5.

Ions such as Fe3+, VO2+, Th4+, UO2
2+, Zr4+ show some levels

f interferences. Trials to eliminate the effects of interfering ions
ere made using some masking agents such as EDTA, EGTA,

nd salicylic acid, NaF. The results are shown in Table 1.
Interference from Fe3+ can be omitted by using salicylic acid

0.01 M) as a masking agent. UO2
2+, Th4+, Zr4+ were masked

y addition of NaF (0.01 M) in glycine buffer solution. However,
he interfering effect of V4+ cannot be eliminated or reduced by
sing the above masking agents.

.9. Determination of Ga3+ in natural water
ater 3 0 N.D.
70 69.1 (±0.3) 98.7

a Average of three determinations.
b Not detected.
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H of the water samples were adjusted by the addition of 5 ml
f glycine buffer (pH 3.5) to 20 ml of water samples. The recov-
ries were all satisfactory (93.5–98.7%). These experimental
esults showed that the optode is an effective tool in analyzing
he gallium content of water samples.

. Conclusion

The optode described in this work provides a simple means
or determination of Ga(III) ions. A PVC based membrane with
ood optical and mechanical properties is used as a matrix
or immobilization of the selective ligand for Ga(III) ion. The
embrane responds to Ga(III) ion by changing color from

ellow–brown to pink–brown. The proposed optode was suc-
essfully applied as a probe for determination of Ga(III) ion at
icromolar concentration levels in water samples.
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bstract

Changes in colors of an array of optical sensors that responds in full pH range were recorded using a CCD camera. The data of the camera were

ransferred to the computer through a capture card. Simple software was written to read the specific color of each sensor. In order to associate
ensor array responses with pH values, a number of different mathematics and chemometrics methods were investigated and compared. The results
how that the use of “Microsoft Excel’s Solver” provides results which are in very good agreement with those obtained with chemometric methods
uch as artificial neural network (ANN) and partial least square (PLS) methods.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Sensors have traditionally been considered to respond selec-
ively to a component in a mixture. But only a few numbers
f sensors are selective. Sensors with different selectivity coef-
cients are widely used in many areas for chemical analysis.
onselectivity was once considered as their drawback. These

ensors when used as arrays and when they have different
esponses toward different components can be used for multi-
omponent analysis. In the course of calibration, arrays produce
arge amounts of data and thus quantitative and qualitative infor-

ation are mixed up. This type of data can only be manipulated
ith mathematical and chemometrics methods [1]. Solid-state

ensors used to detect gases are usually quartz crystal microbal-
nce or metal oxide semiconductors sensors [2]. In the liquid
tate mostly different electrochemical methods are used [3]. The
rrays which either detect the gaseous components (electronic
ose) or components in aqueous form (electronic tongue) mea-
ure the electrical properties of the system under study.

Optodes, which fall in neither of the above categories, have
een long used in practical cases such as clinical analysis, envi-

onmental analysis, and process control. They are suitable for
ensing wide range of organic and inorganic materials. Sev-
ral optodes have been designed to determine pH [4–8], but

∗ Corresponding author. Fax: +98 711 2286008.
E-mail address: safavi@chem.susc.ac.ir (A. Safavi).
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ll suffer from limited measuring range. Artificial neural net-
orks (ANNs) have shown to be very successful in extending

he response range of an optical pH sensor. The application of
NN enabled the extension of the useful pH response range of

n optode from its narrow linear range (pH 5–7.25) to much
ider range of pH (2.51–9.76) [9]. In another work multilayer

eed-forward ANN was used to model the input–output data of
n optical-fiber pH sensor at three different wavelengths. The
esulting model was tested with 70 solutions of pH 1.60–10.17.
he average prediction error was 0.2 pH units [10]. Recently
e described the development of an optical pH sensor based on

mmobilization of a mixture of two dyes on a triacetylcellulose
embrane [11]. The sensor has a useful pH range at low and

igh pH values, where glass electrodes show acidic and alkaline
rrors, respectively. Application of a back-propagation artificial
eural network (ANN) model extended the measuring range of
he proposed optode to the whole pH range. Another strategy in
xtending pH range using optodes is based on dynamic method
f analysis [12].

Usually the quantitative and qualitative data of optodes are
btained photometrically [4]. CCD cameras can also obtain sim-
lar data. The color and intensity (power) data as obtained by the
amera are usually 24 bit data. These are three colors red (R),
reen (G) and blue (B). The intensity of each color has 8 bits or

56 levels. In this color Scheme 256 × 256 × 256 = 16777216
olors are obtained and the value zero refers to black and
6777215 is pure white and other colors are in between, which
as no resemblance to the white light spectrum. In harmony with
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A. Safavi et al. / Tal

he electronic tongue and nose, which relate to human sense of
aste and olfaction, this system, which is related to human sense
f sight, can be termed as an electronic eye. Although this term
as previously been used to refer to a light intensity measurement
evice, it is also very suitable in this context. Also it should be
oted that in contrast to conventional optodes, which are trans-
issive, this technique could also be reflective.
CCD camera detection system is used in many areas of sci-

nce and industry and has been employed in many areas of
hemical experimentation [13]. Lavigne et al. [14] analyzed the
ransmitted light through a series of polymer beads that were
erivatized with some complexing agents in micromachined
ells by a CCD camera. They determined species such as Ca2+,
e3+, and simple sugars at different pH values. Recently, we
ave reported the use of a CCD camera as a detection system
or simultaneous determination of Al(III) and Fe(III) in alloys,
sing chromeazurol S (CAS) as the chromogenic reagent [15].

In an effort to extend the measuring range of pH optodes, in
his communication we explain the design of an array of five
artially selective reflective optodes for pH measurements. The
esponses of these optodes cover the whole pH range. Frames are
aken by the CCD camera and are transferred to the computer.
he frames were analyzed for red, green and blue components.
he main superiority of this method compared to the previously

eported methods for extending the pH range, such as chemo-
etrics, is that by using CCD camera as the detection system, not

nly full range pH measurement is accessible but the use of digi-
al images opens the possibility of increased usage of processing
y computer software without the need for time-consuming anal-
sis by conventional spectrophotometric techniques. Moreover,
n this method the user friendly “Microsoft Excel’s Solver” can
e simply applied for data processing and it could provide results
s good as those obtained by more sophisticated chemometric
ethods such as ANN or PLS.

. Experimental

.1. Reagents

Victoria blue (VB), solo chrome dark blue (SC) and congo
ed (CR) were supplied by BDH Laboratory Supplies (Poole,
orset, UK), titan yellow GR (TY), and nile blue hydrogen

ulfate (NB) were from Merck (Darmstadt, Germany). Ethy-
ene diamine (97%) and all other reagents were analytical
rade (Merck, Darmstadt, Germany). Universal aqueous pH
uffer solutions (pH 1.81–11.98) were prepared from acetic/
hosphoric/boric acids (0.04 M, respectively). The final pH is
djusted by the addition of 0.2 M sodium hydroxide solutions.
or lower and higher pH values, −log [H+] and −log [OH−]
ere used to calculate the pH values of the solutions.

.2. Instrumentation
Optode array responses were recorded using a Sony CCD
R750E video Hi8 Handycam. Setting all controls to manual,

ts video output was connected to a PV-BT848 video capture
ard on an IBM compatible computer. Fig. 1 shows a schematic

3

o

Fig. 1. Schematic representation of the sensing set-up system.

et-up diagram for the sensor system. Image analysis program
as written in Visual Basic.
For comparison purposes spectrophotometric measurements

ere performed using a Jasco V-530 UV–vis spectrophotometer
ttached to an IBM compatible personal computer.

.3. Optode preparation

The triacetylcellulose membranes were produced from waste
hotographic film tapes. These were previously treated with
ommercial sodium hypochlorite for several seconds in order
o remove the colored gelatinous layers. The tapes simply were
reated with a clear solution of indicators in ethylene diamine
about 5 × 10−3 g mL−1) for 5 min at room temperature. Then,
hey were washed with water to remove ethylene diamine and
oosely trapped dyes. These membranes were washed with hot
thanol for removing extra dyes. Finally, the membranes were
ashed with detergent solution and water, and kept under water
hen not in use.

.4. Sensor array

Five different pH optodes were prepared by coating TY, VB,
C, CR, and, NB indicators on the membrane The sensor array
as formed from five membranes over a white background. The

ensors were arranged randomly in a glass container. The system
as stable over 40 successive pH measurements in the pH range
f 0–14, after that a minor leaching of the dye materials was
bserved. Sensor array was kept under water when not in use.

.5. RGB values

The response of the sensor array at each pH value was first
btained as a single frame taken by the CCD camera. The analyt-
cal data that a digital camera returns are a standard trichromatic
esponse, with 8-bit red, green and blue channels, respectively.
ence, a value is returned to the user ranging from 0 to 255 for

ach channel. The data which were transferred to the computer
ere analyzed by a program written in Visual Basic and was

hen transported to Excel.

. Results and discussion
.1. Analytical signals

In this technique the three-dimensional RGB values of pixels
f the pH optodes’ pictures were taken as analytical signals,
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ig. 2. Blue imaging signal for CR (�), NB (♦), SC (�), VB ( ), and TY (�)
ptodes.

nstead of the one-dimensional absorbance values of the pH
ptodes (at their wavelength of maximum absorption). As an
xample, the response of blue component as a function of pH
or the optode array is shown in Fig. 2.

Thus, for each pH, a series of 15 signals (3 colors × 5 optodes)
ere recorded. In order to correlate sensor array responses to
H values, the resulting patterns were analyzed using different
athematical or chemometrical methods. The data were ran-

omly split into calibration and validation sets consisting of 29
nd 14 frames for model definition and evaluation, respectively.
or comparison, spectroscopic studies on TY, VB, SC, CR, and,
B pH optodes were performed at λmax of 510, 430, 650, 600,

nd, 645 nm, respectively (see Fig. 3). It is to be noted that spec-
rophotometric measurement with one wavelength per optode
annot cover the whole range of pH.

.2. Measuring ranges

The two limiting activities at which the slope of the response
unction reduce to quarter of its maximum value have been used
o quantify the practical pH measuring ranges of the pH optodes

escribed herein (Fig. 3). Estimation of the best fitting curves
n the curves of RGB light intensity values versus pH for slope
alculation was performed by Table Curve windows software
16].

ig. 3. The pH measuring range obtained for imaging (red, green, and blue light
ntensities) and spectrophotometric (absorbance at λmax) results for different
ndicators. The black lines represent spectroscopic measuring range. The red,
reen, and blue components have been shown in their corresponding colors.
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.3. Calibration procedures

For the data set described above, different methods were used
or processing the data in order to obtain the best results. The
alibration set of data was used as the input for ANN, Microsoft
xcel’s Solver (generalized reduced gradient nonlinear opti-
ization algorithm), and partial least squares (PLS).
The data obtained from the image were processed by ANN,

hich was trained with the back-propagation of errors learning
lgorithm. In this study, the calibration and prediction sets were
repared randomly. Twenty-nine solutions were selected as the
alibration set and 14 were selected as the prediction set. The
tructure of network was comprised of three layers, an input,
hidden and an output layer. The parameters of the network
ere optimized based on the minimum error of prediction of the

esting set. The optimum learning rate of 0.3 and momentum of
.2 for two nodes in the hidden layer gave minimum error of
rediction. Continued training up to 2000 iterations resulted in
he best network’s prediction performance.

A multi-linear model (Y = C0 + C1X1 + C2X2 + . . .+ C15X15)
stimates pH values (Yi) from RGB patterns (Xi1 . . .Xi15). Solver
as used to optimize the values of coefficients (C0–C15) to
btain the best fit of the experimental pH values with the esti-
ated pH values.
To select the number of factors in PLS and in order to model

he system without over-fitting the pH data, a cross-validation
ethod [17], leaving out one sample at a time, was used on the

alidation data. Nine factors gave the best performance.
Table 1, shows some results on prediction of pH values using

ifferent methods. This table shows that a very good correla-
ion exists between true and predicted pH values using different
hemometric and mathematical methods. Comparison of the
orrelation coefficients obtained between the true and predicted
H values using different methods reveals the suitability of the
ser friendly Excel’s Solver for data analysis in here which in fact
liminates the need to use chemometrics methods for untrained
xperimentalists.

.4. Interferences

The proposed immobilized indicators were tested in the
ppropriate buffer solutions for any possible interference from

ons, which have been previously reported [18,19] to react with
ree indicators (Table 2).

No interference from the ions was observed when the indi-
ators were immobilized on the proposed optodes.

able 1
rediction results for pH data

ethod MSEa Avgb Corrc

NN 0.03 0.09 0.9997
olver 0.04 0.10 0.9997
LS 0.05 0.17 0.9930

a Mean square errors computed for validation.
b The average prediction error of pH values.
c The correlation between predicted pH and true pH.
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Table 2
List of reported interferences for the free indicators

Indicator Ions

NB –
VB –
T 2+

C
S
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[

[
[

[
[

[
[16] http://www.systat.com/products/TableCurve3D.
[17] E.R. Malinowski, Factor Analysis in Chemistry, second ed., Wiley, New
Y Mg (pH 12.5) [18]
R Hg2+ (pH 5.5) [19]
C Ca2+, Cd2+ (pH 11.5), Mg2+, Mn2+, Zn2+ (pH 10) [19]

. Conclusions

Imaging pH measurements with the potential of simultane-
us detection of many samples, not only yields wider measuring
anges, but it also offers other measuring ranges, which could
ot be obtained from spectrophotometric measurement (at a sin-
le wavelength) (see Fig. 3). One of the best features of such an
ptode array is its ability to measure pH values at high and
ow extremes of the pH range, where glass electrodes encounter
lkaline and acid errors, respectively. The mathematical and
hemometric models show good performance for association
f three-dimensional imaging data to one-dimensional chemi-
al data. The presented methodology allows rapid determination
f pH values in a full pH range. The good correlation that exists
etween the true and predicted pH values warrants the applica-
ility of the method to different samples.
cknowledgement
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bstract

The new ligand 7-methyl-7,13-di-octyl-1,4,10-trioxa-13-aza-7-azonia-cyclopentadecane (L1) has been designed, synthesised and used as
onophore in the development ion-selective electrodes for anionic surfactants. Different PVC-membrane anionic-surfactants-selective electrodes
ere prepared by using L1 as ionophore and bis(2-ethylhexyl)sebacate (BEHS), dibutyl phthalate (DBP) and nitrophenyl octyl ether (NPOE) as
lasticizers. The PVC-membrane electrode containing L1 and NPOE (electrode E1) showed a Nernstian response to lauryl sulfate with a slope of
59.5 mV per decade in a range of concentrations from 1.3 × 10−6 to 6.8 × 10−3 M and a detection limit of 6.0 × 10−7 M. The electrode E1 also

howed a reasonable response to other alkyl sulfates and alkylbenzene sulfonates, whereas it does not respond to carboxylates and to cationic and non-
onic surfactants. A similar electrode to E1 but additionally containing the cationic additive n-octylammonium bromide was also prepared (electrode
2) and compared with the response of E1. Selectivity coefficients for different anions with respect to lauryl sulfate were determined by means of
he fixed interference method considering lauryl sulfate as the principal anion and using a concentration of 1.0 × 10−2 mol dm−3 for the correspond-
ng interfering anion. The selectivity sequence found for the electrode E1 was: LS− > SCN− > ClO4

− > CH3COO− > I− > HCO3
− > Br− > NO3

−

NO2
− > Cl− > IO3

− > phosphate > SO3
2− > C2O4

2− > SO4
2−. Electrode E1 showed remarkably better selectivity coefficients than electrode E2.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The development of potentiometric ion-selective electrodes
ISEs) is an area of interest. They are used in a very wide
ange of applications for the determination of ions in aque-
us environments [1–3]. When compared with other analytical
ethodologies, ion selective electrodes are simple, relatively

nexpensive, robust, durable and ideal for their use in field envi-
onments. Some other advantages involve that they can be used
ery rapidly, are invaluable tools for continuous monitoring, they
easure the activity rather than the concentration and are not

ffected by turbidity or sample colour. It is well known that ISE

re one of the few techniques that can measure both positive
nd negative ions depending on the nature of the ionophore. In
act a number of ion-selective electrodes for target cations and

∗ Corresponding authors. Tel.: +34 963877343; fax: +34 963879349.
E-mail addresses: rmaez@qim.upv.es (R. Martı́nez-Máñez),
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nions have been reported [4]. We are especially interested in the
evelopment of anion sensors [5,6]. Anions are known to display
undamental roles in a wide range of environmental and biolog-
cal processes and the search of receptors and sensors for target
nionic chemical species is a timely area of interest [7,8]. Among
he wide number of environmentally important anions, oppor-
une investigations have been developed for anionic surfactants.
hey are widely used in domestic and the industrial processes as
ashing agents. It is quite usual to find these anions in locations

uch as lakes, rivers, where they are cause of environmental con-
ern. Because of this, it is of certain interest the development of
ethodologies for accurate determination of anionic surfactants

n aqueous environments. In this sense, many known methods
equite somehow tedious procedures such as liquid and gas chro-
atography [9–11] and are not suitable for in situ quantitative

eterminations and continuous monitorization. As stated above,

n attractive alternative for quantitative and pseudo-quantitative
eterminations is the use of ion selective electrodes and, at this
espect, a certain number of electrodes for anionic surfactants
ave been described [12–14]. As an alternative we have recently
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eported the use of aza-oxa cycloalkanes as active ionophores
n ion-selective electrodes for anionic surfactants [15]. How-
ver some of these reported electrodes typically show problems
elated with reproducibility and stability and therefore the search
f new ion-selective electrodes for anionic surfactant is still
n area of interest. In most cases the carriers used are simple
uaternary ammonium salts [16–18] that display electrostatic
nteractions with the anionic part of the surfactants and there are
elatively few examples using more advanced hosts as suitable
onophores. Two recent reviews have been published covering
he topic of surfactant ISEs [19,20]. Following our recent inter-
st in the development of ion-selective electrodes for anionic
nd cationic species [21–27] we report here the synthesis of a
ew aza-oxa cycloalkane derivative and its use as active car-
ier for the development of PVC-based membrane ion-selective
lectrodes for anionic surfactants.

. Experimental

.1. Reagents and apparatus

Poly(vinyl chloride) of high molecular weight (PVC), 2-
itrophenyl octyl ether (NPOE) and N-2-hydroxyethyl-
iperazine-N′-2-ethanesulfonic acid (HEPES) were purchased
rom Sigma–Aldrich. Tetrahydrofuran (THF), acetonitrile
CH3CN), tetra-n-octylammonium bromide, methyl iodide and
imethyl formamide were purchased from Merck. Sulfate, sul-
te, thiocyanate, chloride, perchlorate, bromide, iodide, acetate,
itrate, nitrite, phosphate, oxalate, carbonate and iodate solu-
ions were prepared from potassium salts purchased from
charlau. Anionic surfactants, decyl sodium sulfate, tetrade-
yl sodium sulfate, 1-decanesulfonic acid sodium salt and
sethionic acid sodium salt were purchased from Acros Organ-
cs. Cholic acid sodium salt, hexadecyltrimethylammonium bro-

ide, t-octylphenoxypolyethoxyethanol (Triton-X-100) and N-
etradecyl-N,N-dimethyl-3-ammonio-1-propanesulfonate sur-
actants were purchased from Sigma–Aldrich. Lauryl sodium
ulfate was purchased from Merck. Alkylbenzenesulfonate (Na-
AS), was obtained from Petresa. All the aqueous solutions
nd buffers were prepared with deionized distilled water (Milli-

water purification system). Experiments were performed at
5 ◦C.

.2. Synthesis of 7-methyl-7,13-di-octyl-1,4,10-trioxa-13-
za-7-azonia-cyclopentadecane (L1)

The macrocycle 7,13-bis(n-octyl)-1,4,10-trioxa-7,13-diaza-
yclopentadecane [15] (185.5 mg, 0.419 mmol) was dissolved
n dry dimethyl formamide (40 mL) and the reaction mixture
as stirred, heated to 50 ◦C and 0.125 g (55 �l) of methyl iodide

dded for 30 min. The mixture was stirred at room tempera-
ure for 24 h then diethyl ether was added and the solution kept
t low temperature overnight. The precipitate obtained was fil-

ered off and washed with diethyl ether and dried. Yield: 56.9 mg
0.297 mmol), 29.7%. FAB high resolution mass spectroscopy;
ound m/z 457.4329, calculated for C27H57N2O3, 457.4369
Scheme 1).

e
m
t

Scheme 1.

.3. Membrane preparation

The general procedure used to prepare the membrane was
imilar to that described in a previous work [15]. The PVC mem-
ranes were obtained by thoroughly mixing the ionophore, the
oly(vinyl chloride) and the corresponding plasticizer. Some of
he membranes prepared also contained the cationic additive
etra-n-octylammonium bromide. The mixtures were dissolved
n 5 mL of THF and transferred into a glass dish 5 cm in diame-
er. The solvent was allowed to evaporate overnight and a yellow
oloured transparent membrane was obtained. A 7 mm diam-
ter piece was cut out with a Fluka punch for ion-selective
embranes and incorporated into a Fluka electrode body ISE

ref. 45137) containing 0.01 M lauryl sodium sulfate at pH 7
nd 0.01 M KCl as internal filling solution. The electrode was
onditioned for 24 h by soaking in a 0.01 M lauryl sodium
ulfate–HEPES pH 7 solution. When not in use the electrode
as kept immersed in the same solution.

.4. Emf measurements

The external reference electrode was Ag–AgCl (KCl 3 M)
nd an electrode body ISE of Fluka ref. 45137 was used
or all emf measurements. Potentiometric measurements were
btained by using the following cell assembly: Ag/AgCl (KCl
M) | test solution | membrane | 0.01 M LS−, 0.01 M HEPES,
.01 M KCl | Ag/AgCl. All potential measurements were carried
ut at pH 7 (0.01 M HEPES) on a GLP22 Crison pH/mV meter.
alibration curves were constructed by plotting the potential, E
ersus the logarithm of the sodium lauryl sulfate activity at pH
.0 [28–30]. The detection limit was defined as the intersection
f the extrapolated linear regions of the calibration graph. Poten-
iometric selectivity coefficients were determined according to
he fixed interference method using 0.01 M solutions of the inter-
ering ion. Activity coefficients were calculated according to the
ebye-Hückel approximation.

. Results and discussion

.1. Synthesis and the emf response characteristics
The design of L1, and its use as ionophore in ion-selective
lectrodes, is based on the idea that sophisticated receptors
ight show enhanced interactions with anions in terms of selec-

ivity when compared with simple commonly-used quaternary



lanta 71 (2007) 333–338 335

a
t
o
c
c
b
t
f
e
w
p
e
u
7
e
t
t
n
i
b
s

e
o
t
e
n
m
t
d
c
l
A
i
w
o
m
i
t
f
4
E
i
c

3

t
s
p
a
F
p
t
c
r

F
P

t
m

3

p
r
c
t
f
m
fi
n
T
f
l
fi
r
f
T
s
a
r
t
t
o
a
E

o
g
a

Ma.J. Seguı́ et al. / Ta

mmonium salts. Thus, pre-organised receptors bearing mul-
iple binding sites can display enhanced selectivity because
f both enthalpic and entropic factors. Based on this general
oncept, the designed ionophore, (L1) is a polyazacycloalkane
ontaining one tertiary amine and a quaternary ammonium group
eing part of a macrocycle also containing ether moieties. Addi-
ionally, from the two nitrogen atoms in the macrocyclic scaf-
olding, n-octyl alkylic chains have been anchored in order to
nhance the lipophilicity of the final derivative. This design
as based in our previous studies, where it was shown that
olyazaoxacycloalkanes can form strong complexes in aqueous
nvironments with anionic surfactants. Thus we have recently
sed the aza-oxa-cycloalkane 7,13-bis(n-octyl)-1,4,10-trioxa-
,13-diazacyclopentadecane as ionophore for the preparation of
lectrodes for anionic surfactants [15]. The difference between
his ligand and L1 is one methyl group attached to one amine on
he later that transform a tertiary amine in a quaternary ammo-
ium group. Despite the similitude of both ligands, we found
t interesting to prove the behaviour of L1 in PVC-based mem-
ranes and study the effect that minor changes in the ionophore
tructure might have on the electrode response.

As it has been reported the response of the ion-selective
lectrodes in terms of selectivity and sensitivity depends not
nly on the ionophore, but also on the final composition of
he membrane ingredients, the plastiziser used and the pres-
nce or not of cationic or anionic additives. Because of this
umber of factor, in a first step several proportions of the
embrane components (ionophore, plasticizer and PVC) were

ested. Additionally, the membranes were prepared using three
ifferent plasticizers of different dielectric constant; specifi-
ally bis(2-ethylhexyl)sebacate (BEHS, ε= 4), dibutyl phtha-
ate (DBP, ε= 6.4) and nitrophenyl octyl ether (NPOE, ε= 24).
lso the membranes were prepared using proportions of the

onophore in the 1–10 wt.% range. All the membranes prepared
ere tested against lauryl sulfate. The best results, in terms
f linear range, slope and detection limit were found for the
embranes prepared with the plasticizer with larger permittiv-

ty (NPOE) and a proportion of 4 wt.% of ionophore. Based on
hese preliminary studies, the final membrane composition used
or the experiments detailed below was 4 wt.% of ionophore,
1 wt.% PVC and 55 wt.% NPOE. This electrode was named as
1. For the sake of comparison, a similar membrane but contain-

ng additionally a 7 wt.% of tetra-n-octylammonium bromide as
ationic additive was also prepared (electrode E2).

.2. Effect of pH

The influence of pH on the potential response of the elec-
rodes E1 and E2 was studied at a fixed concentration of lauryl
ulfate of 1 × 10−4 mol dm−3 over a pH range of 5–11. The
H was varied by potassium hydroxide and hydrochloric acid
ddition. The results observed for electrode E1 are shown in
ig. 1. As it can be seen, the potential is independent on the

H in the range of ca. 5–8. Thus, this range may be chosen as
he working pH for the electrode assembly. Further potential
hanges were found at basic pH probably involving membrane
esponse to OH−. A very close behaviour was found for elec-

i
t
c
s

ig. 1. The pH effect on the potential of the membrane electrode containing L1,
VC and NPOE.

rode E2. Based on these data all the potentiometric measure-
ents detailed below were carried out at pH 7.

.3. Response of electrodes to anionic surfactants

The electrode containing L1 as ionophore and NPOE as
lasticizer (electrode E1) showed a Nernstian potentiometric
esponse of −59.5 mV per decade in a range of lauryl sulfate
oncentration from 1.3 × 10−6 to 6.8 × 10−3 M with a detec-
ion limit of 6.0 × 10−7 M. A response time of ca. 2–3 s was
ound for electrode E1 measured as the time required for the
embrane electrode to reach a potential within ±1 mV of the
nal equilibrium when the measurements were performed alter-
atively in 10−2 and 10−4 mol dm−3 solutions of lauryl sulfate.
his electrode does not show appreciable decay of the slope

or at least 20 days. The response of electrode E2 was simi-
ar to that found for E1, but showing in general slightly poorer
gures. Thus, a slope −58.7 mV per decade in a range of lau-
yl sulfate concentration from 6.3 × 10−6 to 6.8 × 10−3 M was
ound with a detection limit of 1.9 × 10−6 M for electrode E2.
he response time for electrode E2 was of ca. 6–7 s. Table 1
hows a comparative between the response parameters of E1
nd E2. For the sake of comparison, Table 1 also includes the
esponse of the electrode in reference 15 (electrode E3) con-
aining the cyclic aza-oxa-cycloalkane 7,13-bis(n-octyl)-1,4,10-
rioxa-7,13-diazacyclopentadecane as ionophore. As it can be
bserved, sensitivities closer to theoretical values and a moder-
te improvement of the detection limit are found for electrode
1 when compared with E3.

Several studies on the response of electrode E1 were carried
ut. In a first step the response to lauryl sulfate and other inor-
anic anions as nitrate, perchlorate, carbonate, iodide, sulfate
nd thiocyanate was studied. The results are shown in Fig. 2. As

t can be observed, E1 display a remarkable selective response to
he anionic surfactant, whereas, display a poor response to per-
hlorate and a near negligible response to the remaining anions
tudied. The response of electrode E1 was also studied towards
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Table 1
Response parameters of prepared lauryl sulfate electrodes

Electrode E1 E2 E3a

Slope (mV per decade) −59.5 −58.7 −57.7
Detection limit (mol dm−3) 6.02 × 10−7 1.99 × 10−6 2.23 × 10−6

Linear range (mol dm−3) 1.26 × 10−6–6.76 × 10−3 6.30 × 10−6–6.76 × 10−3 3.31 × 10−6–6.67 × 10−3

e 7,13-bis(n-octyl)-1,4,10-trioxa-7,13-diazacyclopentadecane, 40.98 wt.% PVC and
5
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Fig. 3. Response of the PVC-based membrane E1 electrode at pH 7 in the pres-
ence of certain surfactants: (�) lauryl sodium sulfate, (♦) 1-decanesulfonic
a
a
d

a Data from Ref [15]. The membrane E3 contains 3.7 wt.% of the ionophor
5.17 wt.% NPOE.

ifferent surfactants. Surfactants are traditionally divided in four
ypes; anionic, cationic, non-ionic and zwitterionic [31,32] and
he electrode E1 gave a quite different response to each of them.
ence, E1 responds linearly to lauryl sulfate (an alkylsulfate),
hereas gave a no-linear response, especially at large concentra-

ions, towards Na-LAS (an alkylbenzene sulfonate) (see Fig. 3)
robably due to its lower critical micelle concentration value.
ractically no response was observed for the alkylsulfonates 1-
ecanesulfonate acid sodium salt and the isethionic acid sodium
alt. No response was neither found for the anionic surfactant
holic acid which is a surfactant bearing a carboxylate group.
he electrode E1 gave a no well-defined cationic response in the
resence of the cationic surfactants hexadecyltrimethylammo-
ium bromide and in the presence of the zwitterion N-tetradecyl-
,N-dimethyl-3-ammonio-1-propanesulfonate. Finally, also a
oor response was observed for E1 in the presence of non-ionic
urfactants such as t-octylphenoxypolyethoxyethanol.

Additional studies were carried out with E1 and a family
f alkyl sulfates of different length. These studies were carried
ut because it is well documented that the response of surfac-
ants is in general a function of the length of the hydrophobic
lkylic group. Electrode E1 gave a good response to the C10,

12 and C14 alkylsulfates, whereas the response is poorer with
ctylsulfate and quite weak in the presence of hexylsulfate. The
est response was found for lauryl sulfate (see Fig. 4). These
esults were expected and are in quite good agreement with the

ig. 2. Response of the PVC-based membrane E1 electrode at pH 7 in the
resence of certain anions: (�) lauryl sulfate, (�) nitrate, (×) perchlorate, (�)
icarbonate, (�) iodide, (�) sulfate, (�) thiocyanate.

r
a

i

F
p
(

cid sodium salt, (�) isethionic acid sodium salt, (�) Na-LAS, (©) cholic
cid sodium salt, (×) t-octylphenoxypolyethoxyethanol, (+) N-tetradecyl-N,N-
imethyl-3-ammonio-1-propanesulfonate.
esponse found for other reported ion-selective electrodes for
nionic surfactants [15].

In order to complete the work of characterization of the
on-selective electrodes E1 and E2 we have carried out stud-

ig. 4. Response of the PVC-based membrane E1 electrode at pH 7 in the
resence of alkyl sulfate of different alkylic chain: (�) lauryl sodium sulfate,
�) decyl sodium sulfate, (♦) tetradecyl sodium sulfate.
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Table 2
Potentiometric selectivity for lauryl sulfate (Kpot

LS−,X− ) in ion-selective PVC
membranes

X− E1 E2 E3a

SCN− −3.18 −2.88 −3.20
ClO4

− −3.22 −2.17 −2.43
CH3COO− −3.37 −3.28 −3.94
I− −3.39 −3.10 −3.89
HCO3

− −3.45 −2.91 −4.10
Br− −3.60 −3.27 −3.76
NO3

− −3.67 −3.20 −4.06
NO2

− −3.71 −3.62 −
Cl− −3.82 −3.19 −3.97
IO3

− −3.82 −3.42 −4.00
Phosphate −4.10 −3.60 −4.77
SO3

2− −4.59 −4.12 −
C2O4

2− −4.60 −4.06 −5.14
SO4

2− −5.06 −3.86 −4.83
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ig. 5. Potentiometric anion selectivity coefficients of electrodes E1 and E2.

es to determine selectivity coefficients. Selectivity is one of the
ost important characteristic of electrodes that gives an idea

f their ability to distinguish a certain ion in a complex mix-
ure. The potentiometric selectivity coefficients for electrodes
1 and E2 with respect to lauryl sulfate (Kpot

LS−,X− ) were cal-
ulated by means of the fixed interference method considering
auryl sulfate as the principal anion and using a concentration of
.0 × 10−2 mol dm−3 for the corresponding interfering anion.
he observed selectivity coefficients for electrodes E1 and E2
re represented in Fig. 5. These coefficients clearly show that
oth E1 and E2 behave as selective electrodes to lauryl sulfate
LS−) over different anions tested.

The selectivity sequence found for the electrode E1 was:
S− > SCN− > ClO4

− > CH3COO− > I− > HCO3
− >

r− > NO3
− > NO2

− > Cl− > IO3
− > phosphate > SO3

2−
C2O4

2− > SO4
2−, whereas the selectivity sequence for

lectrode E2 was LS− > ClO4
− > SCN− > HCO3

− > I−
Cl− > NO3

− > Br− > CH3COO− > IO3
− > phosphate

NO2
− > SO4

2− > C2O4
2− > SO3

2− (see Table 2). Both
lectrodes respond preferentially to lauryl sulfate, although
oth selectivity sequences show some slight differences in the
rder of the response to anions. Additionally, both E1 and
2 electrodes show some deviations from the Hoffmeister
eries (ClO4

− > SCN− > I− > NO3
− > Br− > Cl− > HCO3

−
CH3COO− > SO4

2− > HPO4
2−). Although this deviation

s not very important when compared with the remarkable
esponse to lauryl sulfate, it is significant and most likely related
o some kind of preferential coordination of certain anions with

1
he ligand L in the PVC membrane.
As can be seen, for all of the diverse ions used, the logarithm

f the selectivity coefficients for electrode E1 were lower than
3.3 indicating that the studied anions would not significantly

a
c
3
a

a Data from Ref. [15].

isturb the determination of lauryl sulfate. It is also evident from
ig. 5 that the selectivity coefficients obtained for E1 are better

han those found for E2. The difference between these elec-
rodes is that whereas E2 contains a mixture of the ionophore
1 and the cationic additive tetra-n-octylammonium bromide,
1 only contains the ionophore L1. Thus, whereas in E2 both
1 and the cationic additive would act as carriers, in E1 only

he ionophore L1 would display coordination with the anions.
his is a remarkable result that suggests that the interaction of

he prepared ligand with lauryl sulfate is more selective than
he use, as ionophore, of a simple quaternary ammonium salt.
or the sake of comparison the potentiometric anion-selective
oefficients of electrode E3 are also included in Table 2. Sim-
lar values of Kpot

LS−,X− were found for E1 and E3 except
or perchlorate for which a remarkable selectivity improve-
ent with respect to lauryl sulfate was observed for electrode
1.

.4. Analytical applications

The new electrode E1 in combination with an Ag/AgCl ref-
rence electrode has been used for the determination of lauryl
ulfate in water by titration procedures with accurate and repro-
ucible values. In a typical assay, 30 mL of a certain sample was
laced in a beaker with 2.5 mL of methanol and 5 mL of buffered
ater (citrate/HCl) at pH 3. The electrode E1 was immersed

n the cell and the solution titrated using 0.004 mol dm−3 of
EGOtrant A100 (1,3-didecyl-2-methylimidazolium chloride

rom Metrohm). These titration curves showed a characteristic
igmoidal shape from which the titration volume can be mea-
ured at the inflection point of the titration curve. It was found a
ery accurate determination of lauryl sulfate with similar results
nd response than those found when using the commercially

vailable “ionic surfactant” electrode from Metrohm (i.e. real
oncentration of lauryl sulfate for a selected sample in water:
.24 × 10−5 mol dm−3; found 3.29 ± 0.06 × 10−5 mol dm−3 as
veraged value from five independent determinations).
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. Conclusions

A new polyazacycloalkane (L1) has been synthesized
nd used in the preparation of PVC membrane ion-selective
lectrodes for anionic surfactants. PVC membrane ion selective
lectrodes containing L1 and NPOE as plasticizer displayed a
ernstian response in the presence of lauryl sulfate, a reasonable
etection limit and response time. The electrode also showed
reasonable response to other alkyl sulfates and alkylbenzene

ulfonates, whereas does not respond to carboxylates and
on-ionic surfactants. A poorly defined cationic response to
ationic and zwitterionic surfactants was observed for electrode
1. The selectivity sequence found for the electrode E1
as: LS− > SCN− > ClO4

− > CH3COO− > I− > HCO3
− > Br−

NO3
− > NO2

− > Cl− > IO3
− > phosphate > SO3

2− > C2O4
2−

SO4
2−. Additionally, the potentiometric anion-selectivity

oefficients are lower than −3.3 indicating that classical anions
ould show a very poor disturbance in the determination of

auryl sulfate. It was also remarkable that the electrode E1
howed a better response than that also containing a cationic
dditive indicating that L1 and similar systems might be
n attractive alternative to the commonly used quaternary
mmonium salts as ionophores in ion-selective electrodes for
nionic surfactants.
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bstract

Ion interaction chromatography has been successfully used for the simultaneous determination of Cr(III) and Cr(VI) in waste water. A C-18
olumn which had been dynamically coated with octylamine was used for the separation of Cr(III) and Cr(VI) based on anionic interaction. Cr(III)
as chelated with potassium hydrogen phthalate (KHP) before injecting into the column since the Cr(III) did not exist in an anionic form like

he Cr(VI) (Cr2O7
2−) presented at the optimum condition. The analytes were detected at 200 nm and linear relationship between absorption with

he concentration of Cr(III) or Cr(VI) was 0.1–50 mg/L. Most of the interested interferences including alkali metals, heavy metals and organic
+
aterials have no significant effect on Cr(III)–KHP complexation and Cr(VI) stability, only NH4 and ascorbic acid yielded the serious effect on

he Cr(VI) stability. The relative standard deviations calculated from both of peak area and retention time were 0.75–2.20%. The sensitivity of
he method at the level concentration of sub mg/L enabled the simultaneous determination of Cr(III) and Cr(VI) contents in waste water samples
ithout any special sample preparation step.
2006 Elsevier B.V. All rights reserved.
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. Introduction

It is well-known that the physiological effects of Cr(III) and
r(VI) on the environment, including biological system, are

otally opposite. Cr(III) appears to be essential while Cr(VI)
s definitely a toxic form [1,2]. The most widely used tech-
iques for the determination of chromium in various sam-
les include graphite furnace atomic absorption spectrometry
GFAAS) [3,4], flame atomic absorption spectrophotometry
FAAS) [5] and electron capture detection gas chromatography
GC-ECD) [6]. Some of these methods involve the determination
f one species and the calculation of the other by the difference

etween the total chromium concentration. This type of calcu-
ation may involve some uncertainty. High-performance liquid
hromatography (HPLC) has also been used for the simultane-

∗ Corresponding author. Tel.: +86 10 62841953; fax: +86 10 62841953.
E-mail addresses: jmlin@mail.tsinghua.edu.cn, jmlin@mail.rcees.ac.cn
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te; C-18 column

us determination of Cr(III) and Cr(VI). Cr(III) retention on a
ationic column [7,8] and Cr(VI) on an anionic column [9,10],
r both on paired anionic and cation columns have been reported
11,12]. Many HPLC studies involve the use of ion-pair chro-
atography on reversed phase columns, with either cation par-

ng reagents [13,14] or anion pairing reagents, and with Cr(III)
luting in the void peak [15]. Pre-column derivatization of
r(III) species with lipophilic reagents for retention on reversed
hase columns has also been reported [16,17]. Detections using
isible spectrophotometry [18], post column derivatization [19],
tomic emission spectrometry (AES) [14], inductively cou-
le plasma-mass spectrometry (ICP-MS) [20], amperometry
21], conductivity [22] and chemiluminescence [23] have been
escribed.

In our previous work [24], an ion interaction chromatogra-
hy has been successfully employed to determine Cr(III) and

r(VI) simultaneously using EDTA as the chelating agent for
r(III)–EDTA anionic complexation. Although EDTA was suit-
ble to be a chelating agent for Cr(III) and offered good charac-
eristics for HPLC separation, but EDTA can also complex with
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he other metal ions. These metal–EDTA complexes could possi-
ly interfere the separation and detection of Cr(III)–EDTA and
r(VI). Therefore more selective complexing agent is desired

or Cr(III) complexation. Posta et al. [14,23,25] reported the
ery selective complexing agent for Cr(III). They covered the
-18 column with potassium hydrogen phthalate (KHP), a spe-
ial layer was formed which can bond Cr(III) quantitatively. The
ovel chromatographic phenomenon was utilized in the precon-
entration of Cr(III) before the analysis by flow flame emission
pectrometry. Beside the availability of the chromatographic
henomenon presented by this group, the proposed HPLC–UV
ork should be the other alternative way for the simultaneous
etermination of Cr(III) and Cr(VI). Furthermore, HPLC–UV
s well known as the conventional and common instrument in
eneral laboratories.

In this work, therefore, the simultaneous determination of
r(III) and Cr(VI) by ion interaction chromatography with UV
etection was investigated. The separation of Cr(III) and Cr(VI)
as based on anionic interaction. Since the Cr(III) did not exist

n an anionic form like the Cr(VI) (Cr2O7
2−) presented at the

ptimum condition, Cr(III) was pre-chelated with KHP before
njecting into a C-18 column which had been dynamically coated
ith octylammonium. The optimum condition for complexa-

ion and elution were studied. The interference effects of the
lements including alkali metals, heavy metals and organic com-
ounds were also studied. Importantly, some reducing agents
uch as ascorbic acid and ammonium ions will be studied of
heir effects on the recovery of Cr(VI). Finally, the proposed
ork was applied to determine Cr(III) and Cr(VI) simultane-
usly in waste water.

. Experimental

.1. Apparatus

A high performance liquid chromatograph (Hewlett-Packard,
P1100) equipped with a G 1311 A pump and a 7125
heodyne injector with a 20-�L loop was used to carry
ll of separation throughout this work. The chromatographic
eparation was achieved with a Nucleosil-100, C-18 (3 �m,
0 mm × 4.6 mm) chromatographic column. The pH mea-
urements were done by using the Denver Instrumental pH
eter.

.2. Reagents

All solutions and eluent were prepared in distilled deion-
zed water. Stock standard solution of 500 mg/L Cr(III) and
r(VI) were prepared from chromium(III) chloride and potas-

ium dichromate (RDH, Aktiengesellshaft, Germany), respec-
ively. Fresh working standard solutions of Cr(III) and Cr(VI)
single or mixed) were prepared by appropriate dilution of the
tock solution with water. Potassium hydrogen phthalate solu-

ions were prepared from the analytical reagent grade solid
alt produced by Merck (Darmstadt, Germany). The eluents
ere prepared from HPLC grade methanol (Mallinkrodt, St.
ouis, MO, USA), water and octylamine (Fluka, Switzer-

s
s
s
s

a 71 (2007) 103–108

and). The mobile phase was finally adjusted to the desired
H with concentrated H3PO4. All eluents were filtered through
0.45-�m cellulose acetate membrane filter (Millipore, Bed-

ord, MA, USA) and degassed ultrasonically before being
sed.

A mixed standard sample solutions containing Cr(III) and
r(VI) was prepared. Before injecting into the HPLC system,
n appropriate amount of KHP was added to the sample solu-
ion and the desired pH of the solution was adjusted with 0.1 M

2SO4 or 0.1 M NaOH.

.3. Chromatography

The chromatographic system was conditioned by passing the
luent through the column until a stable signal was obtained.
sually, about 2 h was necessary. Then, 20 �L of a mixed stan-
ard of Cr(III)–KHP and Cr(VI) was injected into the chromato-
raphic system with flow rate of 1.0 mL/min and the analytes
ere detected at 200 nm.

.4. Method validation

The reliability of the determination can be checked by means
f precision, accuracy and sensitivity. Precision in term of
epeatability is indicated by percentage of relative standard
eviation (R.S.D.) of retention time and peak area. The repeata-
ility was studied by five consecutive injections of mixed stan-
ard solution of 5 mg/L Cr(III) and 10 mg/L Cr(VI). Accu-
acy is described by the mean of the % recovery. For %
ecovery, known amounts of pure standards (Cr(III)–KHP and
r(VI)) were added to the sample (waste water). Each stan-
ard was added at three different concentrations and recov-
ries were calculated on the basis of the difference between
he total amount determined in the spiked sample and the
mount observed in the non-spiked samples. Sensitivity is
escribed by the detection limit; it is defined in this work as
he concentration that gave a signal three times that of the
oise. External standards were used in the calibration curves
nd the data presented at the present study were the average
f triplicate injections of samples or standard, unless stated
therwise.

.5. Sample analysis

The optimum HPLC condition proposed by this work has
een utilized for the simultaneous determination of Cr(III) and
r(VI) in waste water. Three wastewater samples were collected

rom three sources of wastewater treatment plants nearby the
aculty of Science, Mahasarakham University, Thailand. This
ork was done successfully without any special sample prepara-

ion. Water sample was collected and kept in refrigerator (∼4 ◦C)
ntil the determination. It was filtered through 0.45-�m cel-
ulose acetate membrane filter before injecting into the HPLC

ystem. Stock standard of KHP was added to the filtered water
ample for the final concentration of 50 mg/L. In order to make
ure the complete of the complexation, 5 min was needed in this
tep.
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. Results and discussion

To establish the optimum conditions for the simultaneous
etermination of Cr(III) and Cr(VI), factors affecting the forma-
ion of chelates and the retention behavior were studied. Various
arameters affecting the formation of Cr(III)–KHP and stabil-
ty of Cr(VI), namely the pH of sample solution, contact time
nd temperature, and KHP concentration were studied in detail.
eanwhile, the parameters affecting the retention behavior, i.e.,

oncentration of octylamine, pH of mobile phase and % organic
odifier were studied. Conversion of both chromium ions into

pecies with similar charge is necessary for them to be retained
imultaneously in a C-18 column, which had been coated by
ctylammonium. Cr(III) exists in the form of Cr(H2O)6

3+ in
queous solution [25], hence a complexation reagent with higher
omplex forming ability than water is required to complex
r(III). KHP was chosen to be the chelating agent used in this
ork. Being chelated with KHP, as [Cr(III)–KHP]−, Cr(III) will
ossibly be retained simultaneously with Cr(VI), Cr2O7

2−, on
n anion-exchange C-18 column.

.1. Effect of pH on the chelation and stability of
r(III)–KHP and Cr(VI)

The effect of pH on the chelation of Cr(III)–KHP and sta-
ility of Cr(VI) was studied by preparing the mixed standard
olution of 5 mg/L Cr(III) (0.096 mM Cr(III)), 10 mg/L Cr(VI)
nd 50 mg/L KHP (0.245 mM KHP). Under this experimental
ondition the chelation of Cr(III)–KHP could be formed satis-
actorily, more details will be discussed in Section 3.3. The pH of
he medium ranging from 2 to 12 was adjusted by using 0.1 M

2SO4 or 0.1 M NaOH, then the sample solutions were left
or 5 min at room temperature before injecting into the HPLC
ystem. The optimum HPLC conditions comprising of 5 mM
ctylammonium orthophosphate at pH 5.0 with 20% v/v MeOH,
ow rate of 1.0 mL/min and detection at 200 nm were used in

his section. The chelation ability and stability can be implied
y the increase of peak areas of Cr(III)–KHP and Cr(VI). It was
ound that the formation ability of Cr(III)–KHP and stability of
r(VI) did not depend on the pH of sample solution ranging

rom 2.0 to 12.0 (data did not show). These results were very
trange that peak areas were independent on solution pH, as
r(III), KHP and Cr(VI) have acid–base properties. However, it
ould has the theory and chemical mechanism that should prob-
bly be hypothesized to explain the experimental results. In the
bsence of complexing agents, other than H2O or OH−, Cr(III)
xists as hexa-aquachromium(III) and its hydrolysis products
28]. Cr(H2O)6

3+ is a moderately strong acid (pK∼4). Its depro-
onated forms formulated shortly as CrOH2+.aq, Cr(OH)2

+.aq
nd Cr(OH)3.aq are dominating successively within pH 4–10.
r(OH)4

− is the main form at pH higher than 10 [29,30]. When
HP ligand is added into the sample system, the Cr(III)–KHP

omplex could be taken place, as KHP is much more strong

omplexing reagent for Cr(III) than H2O or OH−. The similar-
ty in term of peak areas obtained from injecting the Cr(III)–KHP
omplex into the HPLC system, indicating that the Cr(III)–KHP
omplex could be formed completely with regardless to the for-

(
w
t
a

a 71 (2007) 103–108 105

er Cr(III) complexes which occurred at individual pH medium.
n the other hand, Cr(VI) also forms several species under
ifferent pH mediums. H2Cr2O7 belongs to the strong acids
pH < 1), at within pH 1–7 its deprotonated forms are prevailing
HCr2O7

−), and at above pH 7 only Cr2O7
2− ions existed in

olution [31]. Therefore, the similarity of peak areas of Cr(VI)
btained from different pH mediums could be convinced that in
PLC system (mobile phase pH used was 5) all of those Cr(VI)

orms would be changed to be the same one (HCr2O7
−). Conse-

uently, the pH of solution at 5.0 was chosen and used throughout
his work, and it is also due to the original pH of Cr(III)–KHP
olution including Cr(VI) was 5.0. It means, therefore, that the
H adjustment during Cr(III)–KHP formation could be negligi-
le. This offered the more practical method when the real sample
olution was studied.

.2. Effect of contact time and temperature

The contact times were studied in the range of 5–1500 min
nd the temperatures were taken account ranging from 20 to
00 ◦C. Then the mixed standard solution was injected into
PLC system under its optimum conditions. From the results
btained (data did not show), it was found that both of interested
arameters did not play significant effect on the formation abil-
ty of Cr(III)–KHP and stability of Cr(VI). Therefore, 5 min and
oom temperature (25 ± 1 ◦C) were chosen and used throughout
his work. These results showed more significant improvement
f the proposed work than that of employed in previous work
30 min, 40 ◦C) [24].

.3. Effect of KHP concentration

The concentration of Cr(III) and Cr(VI) in sample solution
ere constant at 5 and 10 mg/L, respectively, meanwhile the
HP concentrations were studied in the range of 5.0–1250 mg/L.
he complexation reactions were studied at pH 5, contact time
f 5 min and at room temperature (25 ± 1 ◦C) before injecting
he complex into the HPLC system under its optimum condi-
ions. The dependence of the degree of complexation of Cr(III)
n the concentration of KHP in the sample solutions is shown in
ig. 1. As shown in Fig. 1, peak areas of Cr(III)–KHP complex
ives a saturation curve. In the presence of 5–100 mg/L KHP,
bout 90–95% of Cr(III)–KHP complex is taken place. However,
o reach even better or complete complexation, higher concen-
ration than 200 mg/L KHP would be necessary. To avoid this
ery high salt content we used 200 mg/L KHP (0.961 mM KHP)
or the complexation step. Even though, according to the data
btained in this work, we did not know exactly whether what
s the mole ratio of Cr(III)–KHP complex reaction. However,
e had checked by the reversed electroosmotic flow (EOF) with

apillary electrophoresis (CE)–UV detection and then found that
he complex compound of Cr(III)–KHP represented the negative
harge. In detail, negatively charged Cr(III)–KHP compound

1:10 mole ratio) moved to the anodic side (detection window)
ith higher mobility than that of the neutral EOF marker (ace-

one). Therefore, in order to make sure for the formation of
n anionic complex prior to injecting into the chromatographic
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ig. 1. Effect of KHP concentration on the formation ability of Cr(III)–KHP
nd stability of Cr(VI) during the sample preparation step.

PLC system, 1:10 mole ratio of Cr(III):KHP was selected.
oreover, from the result obtained it was found that the stabil-

ty of Cr(VI) is completely independent on KHP concentration
ven at the presence of high KHP concentration.

Under the optimum HPLC conditions and using the selected
arameters comprising of pH 5.0 of sample medium, 25 ± 1 ◦C
oom temperature and 5 min of contact time, the typical chro-
atogram of standard mixture 5 mg/L Cr(III)–KHP and 10 mg/L
r(VI) is shown in Fig. 2. The chromatogram showed the good

eparation with short analysis time and acceptable resolution.

.4. Effect of involving parameters on retention behavior

In order to optimize the chromatographic conditions for the
imultaneous determination of Cr(III)–KHP and Cr(VI), the
hromatographic parameters, such as the concentrations of octy-

amine and organic modifier and pH of mobile phase were inves-
igated. The dependence of Cr(III)–KHP and Cr(VI) retention
n the variation of the mobile phase pH is shown in Fig. 3. The
etention time of both Cr(III)–KHP and Cr(VI) were constant

ig. 2. Chromatogram of 5 mg/L Cr(III)–KHP and 10 mg/L Cr(VI). Chromato-
raphic conditions: column, C-18 (Nucleosil-100, 3 �m, 60 mm × 4.6 mm);
luent, 5 mM octylammonium orthophosphate at pH 5.0 with 20% MeOH (v/v);
ow rate, 1.0 mL/min; detection at 200 nm.
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ig. 3. Effect of pH of mobile phase on the retention time and peak areas of
r(III)–KHP and Cr(VI). The chromatographic conditions were the same as

hose in Fig. 2, excepted pH of mobile phase was varied.

mong the pH variation of 4–6. Then, the absolutely different
ehaviors were observed at pH ranging from 6–8, i.e. an increase
f the retention time of Cr(VI) and the decrease of the reten-
ion time of Cr(III)–KHP. The increase of the retention time of
r(VI) could be described by caused of a decrease of the amount
f eluting anionic species (phosphate ion) leads to the increase
n the retention time [27]. In addition, Cr2O7

2− is the main
bundance of Cr(VI) species forming in this pH region [31],
herefore longer retention was found since stronger interaction
orce between Cr2O7

2− and octylammonium ion taken place.
eanwhile, the decrease of the retention time of Cr(III) could

robably be explained by caused of the interaction force between
he cationic octylammonium ions modified on the C-18 station-
ry phase and the Cr(III)–KHP complex. It is due to when the
H of mobile phase increased, the abundance of active ammo-
ium ions available on stationary phase surface were decreased,
hen resulting in the decrease of ion–ion interaction force. The
ower interaction force taken place along with these pH varia-
ion (pH 6–8) leads to the decreasing in retention time of Cr(III).
n addition, as can be seen in Fig. 3, it was also found that the
ariation of mobile phase pH did not influence the peak area of
oth types of chromium, which did not agree with other reported
esults [24,26]. As reported by these works, at mobile phase pH
igher than 5.0, Cr(III) ion forms Cr(OH)3 precipitation. There-
ore, the mobile phase with a pH higher than 5.0 did not allow
o be used for the simultaneous separation of Cr(III) and Cr(VI).

eanwhile, the result obtained by this work represented the high
tability of Cr(III)–KHP even at pH higher than 5.0. This could
e described by caused of a presence of KHP in the separation
ystem. Since because KHP is too much more selective to Cr(III)
han OH−. Therefore, Cr(III)–KHP could remain stable even at
igh OH− concentration presented in the system. The pH 5.0
as chosen to be the suitable mobile phase pH because of short

nalysis time and acceptable resolution for both of Cr(III)–KHP
nd Cr(VI).

The retention behavior of Cr(III)–KHP and Cr(VI) was
epended on both octylamine concentration of the ion interac-

ion reagent and MeOH concentration of organic modifier. The
esults obtained were similar fashions to those obtained in the
revious work [24]. The retention mechanism could be described
y using the same reasons, which had been explained in that
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Table 1
Recovery data of added 5 mg/L Cr(III) and 10 mg/L Cr(VI) from samples with
high levels of salts and organic materials

Interfering species Interfering species
concentration (mg/L)

Recovery (%)

Cr(III) Cr(VI)

Na+ 1000 98.0 99.8
Ca2+ 100 98.0 102.5
Mg2+ 100 101.2 103.6
Al3+ 500 89.6 95.9

NH4
+ 20 101.2 78.6

200 100.8 18.7
500 98.2 0

Fe3+ 100 103.0 106.3
Mn2+ 100 101.9 108.0
Co2+ 500 96.2 93.4
Cu2+ 500 98.7 90.2
Ni2+ 500 100.9 102.2
Zn2+ 500 102.9 90.6
EDTA 1000 106.9 105.7
Citric acid 1000 95.7 100.7
Tartaric acid 1000 108.2 104.2

Ascorbic acid 20 109.3 98.7
50 111.2 75.0
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500 131.6 43.6
1000 168.8 41.8

ork [24]. To maintain the short analysis time with acceptable
esolution of Cr(III) and Cr(VI) separation, 5 mM octylamine
nd 20% MeOH (v/v) were chosen.
.5. Interferences

The study covered 14 selected interferences, including
lkali metals, alkali-earth metals, transition metals and organic

0
a
w
a

able 2
haracteristics of the method for the simultaneous determination of Cr(III) and Cr(V

etal Regressiona r Range (mg/L)

r(III)–KHP Y = 420.9X + 324.3 0.9997 0.1–50.0
r(VI) Y = 121.0X + 76.3 0.9996 0.1–50.0

: correlation coefficient.
a Y, peak area (mAU s); X, metal concentration (mg/L).

able 3
ecoveries of Cr(III) and Cr(VI) from the waste water using the proposed method

oncentration of Cr in sample (mg/L) Added (mg/L)

r(III) Cr(VI) Cr(III) Cr(VI)

.30 0.11 1.00 1.00

.30 0.11 3.00 3.00

.30 0.11 5.00 5.00

n the basis of the Environmental Protection Agency (EPA) regulation, the maximu
ater is 0.1 mg/L.
a Standard deviation (n = 3).
a 71 (2007) 103–108 107

aterials. The recovery data of added Cr(III) and Cr(VI)
rom samples with high levels of interferences are shown in
able 1. It indicated that most interferences have no inter-
ere on the complex reaction of Cr(III)–KHP. These results
gree well with the other works [14,23,25]. In addition,
r(VI) showed great stability even at high levels of interfer-
nces. However, NH4

+ and ascorbic acid shown the remark-
ble effects on the stability of Cr(VI) when their concen-
rations were over 20 and 50 mg/L in the mixture solution,
espectively.

.6. Method validation

The characteristics of the proposed method using the opti-
um chromatographic conditions is shown in Table 2. The

eproducibilities calculated from peak area and retention time
ere satisfactory. The relative standard derivation is less

han 2.2% (n = 5). Very good linearity ranges from 0.1 to
0.0 mg/L with an excellent correlation (r > 0.99) for both ana-
ytes were obtained. These results implied that those HPLC
onditions were reliable for the determination of Cr(III) and
r(VI). The limit of detection obtained were sensitive in level
f sub mg/L allowing the applicability of the waste water
nalysis.

.7. Determination of Cr(III) and Cr(VI) in waste water

Waste water collected from the developed treatment system
as used as the real sample for this demonstration. The Cr(III)

nd Cr(VI) were found in the range of no detection (N.D.) to

.30 mg/L Cr(III) and N.D. to 0.11 mg/L Cr(VI). The percent-
ge recoveries and reproducibilities of Cr(III) and Cr(VI) which
ere proposed by this work are shown in Table 3, revealing

cceptable accuracy and precision.

I)

Detection limit (mg/L, 3�) R.S.D. (%, n = 5)

Retention time Peak area

0.01 0.93 2.20
0.05 0.75 1.37

Found (mg/L) Recovery ± S.D.a (%)

Cr(III) Cr(VI) Cr(III) Cr(VI)

1.36 1.07 104.3 ± 3.3 96.0 ± 2.0
3.48 2.84 105.6 ± 2.9 91.4 ± 1.3
5.78 5.07 109.1 ± 1.6 99.2 ± 1.6

m concentration level (MCL) of total chromium in ground water and drinking
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. Conclusions

Simultaneous determination of Cr(III) and Cr(VI) with
rechelation of Cr(III) using KHP by ion interaction chromatog-
aphy was present. This work has been reported that KHP is a
elective complexing agent for Cr(III). The highest formation
bility of Cr(III)–KHP was found under the chosen conditions
s follow: 1:10 mole ratio of Cr(III)–KHP; the pH of sample
olution at 5.0; 25 ± 1 ◦C room temperature and 5 min con-
act time. The optimum chromatographic conditions were found
hen the separating column used was a Nucleosil-100, C-18

3 �m, 60 mm × 4.6 mm), the mobile phase consisted of 5 mM
ctylammonium orthophosphate at pH 5.0 with 20% v/v MeOH,
ow rate of 1.0 mL/min and detection at 200 nm. Under these
onditions, the results obtained showed good characteristics for
he simultaneous determination of Cr(III) and Cr(VI) in waste
aters. Moreover, ion interaction chromatographic technique
as flexible because many of parameters could be readily varied

o obtain the good separation result. Importantly, this technique
ermits the use of the conventional HPLC instrumentation with
-18 column and UV detector.
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bstract

Vanillin, ethylvanillin and 4-hydroxy-3-methoxy-benzylalcohol have been found to chemiluminesce by the action of potassium permanganate in
ulphuric or polyphosphoric acid media. Both acid media have been compared and sulphuric acid allows the sensitive determination of 0.15–10.0,

.010–1.0 and 0.0030–0.30 �g mL−1 of vanillin, ethylvanillin and 4-hydroxy-3-methoxy-benzylalcohol with limits of detection equal to 0.045,
.0030 and 0.00090 �g mL−1, respectively. Recoveries of vanillin from commercial vanillin products are within the range of 95–109%. Comparison
ith results from the official method shows differences within the range of 0.5–3.0%. The chemiluminogenic reaction mechanism is also discussed.
2006 Elsevier B.V. All rights reserved.

eywords: Vanillin; Ethylvanillin; 4-Hydroxy-3-methoxy-benzylalcohol; Chemiluminescence; Potassium permanganate
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. Introduction

Vanillin (3-methoxy-4-hydroxy-benzaldehyde) and ethyl
anillin (3-ethoxy-4-hydroxy-benzaldehyde) (Fig. 1) are impor-
ant food additives as flavor enhancers [1] and, hence, a plethora
f analytical methods have been proposed for quantification
f these analytes. Vanillin and ethylvanillin have been deter-
ined within the range of 1.0–20.0 mg/L and limits of detection

qual to 0.49 and 0.38 mg/L, respectively by UV absorption
pectrophotometry [2]. Vanillin (100–1400 �g/mL) has been
easured amperometrically with limit of detection 44 �g/mL

3], by reversed phase liquid chromatography in feeding stuffs
4], by gas chromatography in wine [5], by mixed micellar elec-
rokinetic capillary chromatography in natural vanilla extracts
nd synthetic flavourings [6].

Limited information is available on the chemiluminogenic
roperties of vanillin. 5-Amino-4-sulfanylphthalhydrazide has

een used for derivatization of aromatic aldehydes such as
anillin in the presence of sodium sulphite and disodium hydro-
en phosphite in acidic medium at 100 ◦C to the corresponding

∗ Corresponding author. Tel.: +30 210 7274748.
E-mail address: metimo@chem.uoa.gr (M. Timotheou-Potamia).
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ighly chemiluminescent 2-arylbenzothiazole derivatives. The
esulting derivatives generated intense chemiluminescence by
eaction with hydrogen peroxide and potassium hexacyanofer-
ate (III) in alkaline solution [7]. Vanillin enhances the CL
rom the luminol–H2O2–horseradish peroxidase reaction [8].
eneration of CL in acid solution by the action of potassium
ermanganate on vanillin has been predicted and experimen-
ally verified but not used analytically [9]. Vanillin was one
f the phenolic compounds participating in the total phenolic
ontent of wine monitored by acidic potassium permanganate
L [10]. No chemiluminogenic properties for ethylvanillin and
-hydroxy-3-methoxy-benzylalcohol have been reported in the
iterature.

During the development of a CL procedure for the determina-
ion of reserpine, rescinnamine and yohimbine by the action of
otassium permanganate in polyphosphoric acid [11], vanillin
as found to interfere severely and also generated CL when

njected alone into the reaction mixture. Since no application
f direct CL for the determination of vanillin in commercial
anillin products has been reported, the chemiluminogenic reac-

ion with permanganate in sulphuric and polyphosphoric acid
as investigated in depth. The compounds investigated are
anillin, ethylvanillin and 4-hydroxy-3-methoxy-benzylalcohol
Fig. 1), which is the reduction product of vanillin.
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ig. 1. Structure of vanillin (R1 = –CHO, R2 = –OCH3), ethylvanillin (R1 =
CHO, R2 = –OCH2CH3), 4-hydroxy-3-methoxy-benzylalcohol (R1 = –CH2

H, R2 = –OCH3) and vanillic acid (R1 = –COOH, R2 = –OCH3).

. Experimental

.1. Apparatus

The batch chemiluminometer used consisted of a reaction cell
nd a detector housing [12] (Fig. 2). The cylindrical glass cell
20 mm diameter, 70 mm height, 22 mL volume) was placed in
ront of the photomultiplier tube (PMT) at a distance of 45 mm
rom the photocathode. The solutions introduced into the cell
ere stirred continuously by means of a Teflon-coated mag-
etic bar. The PMT (EMI 9783B, S-5 response) and the cell
ere housed in a laboratory-made light-tight unit. With the use
f a shutter, which shields the photocathode from ambient light,
t was possible to wash the reaction cell, while the PMT was still
nder high voltage. The photocathode was operated at −750 V
cathode luminous sensitivity S = 95 �A lm−1) supplied by a
igh voltage unit (Power Designs, Model 2K20). The output of
he PMT was fed to a current-to-voltage (I/V) converter based
n an RCA CA3140 operational amplifier. Damping was pro-
ided by inserting a RC circuit between the converter and the
ulti-speed variable-span recorder (Knauer).

.2. Chemicals and solutions
All solutions were prepared from analytical reagent-grade
r from the best commercially available grade material and
eionised water.

ig. 2. Schematic diagram of batch chemiluminometer (D, injection syringe;
, reaction cell; PMT, photomultiplier; I/V: current-to-voltage converter; H.V.,
igh voltage).
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Stock solution (2000 �g/mL) of vanillin was prepared by dis-
olving 1.000 g of vanillin (Sigma) in water and diluting with
ater to 500 mL.
Stock solutions (200 �g/mL) of ethylvanillin or 4-hydroxy-

-methoxy-benzylalcohol were prepared by dissolving 0.100 g
thylvanillin or 4-hydroxy-3-methoxy-benzylalcohol (Sigma) in
ater and diluting with water to 500 mL.
Preliminary experiments were carried out by using 0.0100 M

f vanillin or 0.00100 M of ethylvanillin or 4-hydroxy-3-
ethoxy-benzylalcohol, which were prepared by dissolving

.521 or 0.166 or 0.154 g of vanillin or ethylvanillin or
-hydroxy-3-methoxy-benzylalcohol (Sigma), respectively, in
ater and diluting with water to 1 L.
Potassium permanganate stock solution (0.0100 M) was pre-

ared by dissolving 0.395 g of KMnO4 (Merck) in water and
iluting with water to 250 mL. The solution was kept in amber-
oloured bottles in the dark.

Polyphosphoric acid stock solution (6.0%, w/v) was prepared
y dissolving 6.0 g of polyphosphoric acid (PPA) (Merck) in
ater and diluting with water to 100 mL.
More dilute solutions were prepared daily by the minimum

umber of dilution steps possible.

.3. Procedure

A 5.00 mL aliquot of the oxidant solution followed by a
.00 mL aliquot of acid or base solution were transferred into
he reaction cell. Stirring of the solution at the highest possible
ate without any effervescence was initiated. The shutter was
hen opened and after establishment of the base line, 100 �L of
nalyte solution was injected into the reaction cell and the CL
mission intensity (I) was recorded.

A calibration graph of emission intensity (I, mV) as a function
f concentration of analyte (�g/mL) is constructed.

.4. Determination of vanillin in commercial products

One gram of commercial vanilla was weighted accurately
nd diluted with water to 1 L. The solution was then diluted
ppropriately so that the final vanillin concentration is within
he working range of the method.

. Results and discussion

.1. Preliminary experiments

The effect of potassium permanganate in acid and alkaline
edium, cerium (IV) in acid medium and hydrogen peroxide

n alkaline medium was investigated in order to establish the
xidant, which generates CL upon reaction with 0.0100 M of
anillin or 0.00100 M of ethylvanillin or 4-hydroxy-3-methoxy-
enzylalcohol. No emission was recorded when 100 �L of each
nalyte solution was injected into 0.0050 or 0.025 M of Ce(IV)

cidified with 3.0 M H2SO4 or 1.0 M HClO4 or 30% (v/v) H2O2
r 0.00100 M KMnO4 in 4.0 M NaOH. Intense CL was noticed
hen 0.00100 M KMnO4 was used in 3.0 M H2SO4 or 6.0%

w/v) PPA.
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Fig. 4. Effect of concentration of potassium permanganate on the emission inten-
sity from 20.0 �g mL−1 vanillin in (1) 3.0 and (2) 6.0% (w/v) PPA.

Table 1
Optimum concentrations of potassium permanganate and sulphuric or polyphos-
phoric acid for vanillin, ethylvanillin and 4-hydroxy-3-methoxy-benzylalcohol

Analyte KMnO4 (M)

5.0 M H2SO4 6.0% (w/v) PPA

Vanillin 4.0 × 10−4 4.0 × 10−4
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ig. 3. Effect of concentration of potassium permanganate on the emission inten-
ity from 20.0 �g mL−1 vanillin in (1) 2.0, (2) 3.0, (3) 4.0 and (4) 5.0 M H2SO4.

It was decided to investigate extensively all parameters,
hich affect the CL from vanillin, ethylvanillin and 4-hydroxy-
-methoxy-benzylalcohol by the action of KMnO4 in sulphuric
r PPA medium.

.2. Effect of concentration of potassium permanganate
nd acid

The effect of concentration of potassium permanganate in
ulphuric acid and PPA was investigated in order to establish
he most sensitive analytical parameters for the measurement of
anillin, ethylvanillin and 4-hydroxy-3-methoxy-benzylalcohol.
he effect of concentration of potassium permanganate in sul-
huric acid and PPA medium on 20 �g mL−1 of vanillin is
hown in Figs. 3 and 4, respectively. Fig. 3 shows that the opti-
um concentration of potassium permanganate is 4.0 × 10−4 M

ut emission intensity increases with concentration of sulphuric
cid. About 5.0 M H2SO4 (2.5 M in the measuring cell) was
hosen as the most concentrated which can be used. The opti-
um concentration of the oxidant in PPA was the same as with
ulphuric acid and the emission intensity increases with con-
entration of polyphosphoric acid (Fig. 4). About 6.0% (w/v)
f PPA was chosen for all further studies since the solubil-
ty of PPA hinders preparation of more concentrated solutions.

c
v
a
r

able 2
nalytical figures of merit for vanillin, ethylvanillin and 4-hydroxy-3-methoxy-benz

KMnO4 (M) and 5.0 M H2SO4

Vanillin
(4.0 × 10−4)

Ethylvanillin
(2.0 × 10−4)

4-Hydroxy-3-meth
benzylalcohol
(6.0 × 10−5)

inear range
(�g mL−1)

0.15–10.0 0.010–1.0 0.0030–0.30

egression line I
(mV) vs. C
(�g mL−1)

I = 17.7C − 0.96 I = 16.0C + 0.22 I = 78.8C + 0.23

imit of detection
(�g mL−1)

0.045 0.0030 0.00090

imit of quantification
(�g mL−1)

0.15 0.010 0.0030

(number of
measurements)

0.9994 (8) 0.998 (9) 0.996 (8)

R.S.D. (�g mL−1,
n = 8)

2.6 (0.82) 1.9 (0.35) 2.0 (0.19)
thylvanillin 2.0 × 10−4 4.0 × 10−5

-Hydroxy-3-methoxy-benzylalcohol 6.0 × 10−5 1.0 × 10−4

ptimum concentrations of oxidant and acid are summarized in
able 1.

.3. Analytical figures of merit

The linearity of vanillin, ethylvanillin and 4-hydroxy-3-
ethoxy-benzylalcohol was investigated at the optimum con-

entration of potassium permanganate with 5.0 M sulphuric acid
r 6.0% (w/v) PPA and the results are summarized in Table 2.
rom the results in Table 2, it is obvious that the permanganate

hemiluminogenic reaction is more sensitive for vanillin, ethyl-
anillin and 4-hydroxy-3-methoxy-benzylalcohol in sulphuric
cid medium than in PPA. The observation is verified by the
esults shown in Table 3.

ylalcohol

KMnO4 (M) and 6.0% (w/v) PPA

oxy- Vanillin
(4.0 × 10−4)

Ethylvanillin
(4.0 × 10−5)

4-Hydroxy-3-methoxy-
benzylalcohol
(1.0 × 10−4)

1.00–10.0 0.10–1.0 0.20–1.00

I = 1.76C − 0.12 I = 30.0C − 0.34 I = 33.4C − 1.33

0.24 0.020 0.050

0.80 0.066 0.16

0.9993 (10) 0.9995 (9) 0.995 (10)

2.6 (3.50) 2.7 (0.20) 2.0 (0.35)
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Table 3
Relative emission intensity from 1.0 and 3.0 × 10−6 M vanillin, ethylvanillin and 4-hydroxy-3-methoxy-benzylalcohol

Analyte Relative emission intensity

5.0 M H2SO4 6.0% (w/v) PPA

1.0 × 10−6 M 3.0 × 10−6 M 1.0 × 10−6 M 3.0 × 10−6 M

Vanillin 4.7 19.4 0.5 1.9
Ethylvanillin 7.9 22.4 12.7 40.0
4-Hydroxy-3-methoxy-

benzylalcohol
33.8 100 10.4 38.5

Table 4
Recovery and determination of vanillin from solutions of commercial vanillin products

Producta Vanillin (�g mL−1) % Difference (n = 3) % Recovery (n = 3)

Initially found Expectedb Added Recovered

A 0.148 0.150 1.3
0.040 0.039 97.5

0.356 0.360 1.1
0.040 0.038 95.0
0.080 0.077 96.2

B 0.195 0.200 2.5
0.040 0.042 105

0.485 0.500 3.0
0.040 0.043 108
0.080 0.086 108

C 0.199 0.200 0.5
0.040 0.038 95.0
0.080 0.087 109
0.120 0.119 99.2

0.492 0.500 1.6
0.040 0.039 97.5

p
c
e

3

m

T
b
w
w
b

0.080

a Commercial vanillin products.
b Official method [15].

Recoveries of vanillin added to the solutions of commercial
roducts are within the range of 95–109% (Table 4), which are
onsidered satisfactory. Results by the proposed method and
xpected values are in good agreement (Table 4).
.4. Mechanism of CL reaction

One of the most common reaction schemes for chemilu-
inescence is the formation of a fluorogenic product [12].

H
t
m
v

Fig. 5. Reaction scheme of vanillin with pot
0.078 97.5

ypical example is the formation of the 3-aminophthalate ion
y luminol chemiluminescence [13]. The reaction of vanillin
ith potassium permanganate leads to vanillic acid (Fig. 5),
hich is a known fluorogenic compound and this property has
een used extensively used for monitoring the analyte [14].

ence, the reaction in Fig. 5 is the chemiluminogenic reac-

ion of vanillin. Vanillic acid is also formed from 4-hydroxy-3-
ethoxy-benzylalcohol while ethylvanillin is oxidized to ethyl-

anillic acid.

assium permanganate to vanillic acid.
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. Conclusions

The CL reaction of vanillin to vanillic acid by the action
f potassium permanganate can be used successfully for the
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bstract

A simple and economic separation and speciation procedure for selenium in food and water samples have been presented prior to its graphite
urnace atomic absorption spectrometry (GFAAS). Magnesium hydroxide coprecipitation system for selenium(IV) was applied to the separation
nd speciation of selenium ions. The influences of the various analytical parameters for the quantitative recoveries of selenium ions like pH,
mounts of magnesium ions as carrier elements, etc. on were examined. The effects of the alkaline and earth alkaline metals, some transition metals
nd some anions on the recoveries of selenium(IV) were also investigated. The recoveries of analytes were found greater than 95%. No appreciable
atrix effects were observed. The detection limit, defined as three times the blank standard deviation (3σ), was 0.030 �g l−1. The preconcentration
actor for the presented system was 25. The proposed method was applied to the speciation of selenium(IV), selenium(VI) and determination of
otal selenium in natural waters and microwave digested various food samples with satisfactory results. The procedure was validated with certified
eference materials. The relative errors and relative standard deviations were below 6% and 10%, respectively.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Due to essential and non-essential heavy metals play roles
or living creature, researches on the heavy metal contents of
oods are one of the main objects of the toxicology studies
1–4]. Selenium is an essential element for our body. Selenium is
lso an essential dietary constituent in mammals [5,6]. Se gives
rotection from several heart diseases, prevents heavy metal
oxic effects and has anti-carcinogenic activity [7]. Selenium
s promising as an anti-proliferative, anti-inflammatory, anti-
iral and immune altering agent [8]. The inorganic selenium

pecies most frequently found in waters and soils are selen-
te (Se(IV)) and selenate (Se(VI)). In this regard, a method for
peciation is needed because selenium availability for plank-

∗ Corresponding author. Fax: +90 352 4374933.
E-mail address: soylak@erciyes.edu.tr (M. Soylak).
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bsorption spectrometry

on uptake, mobility in soil and toxicity in biota depends on
he oxidation state of this element [9]. Beside the total content
f selenium, the chemical form in which selenium is present
s also most important due to the differences in bioavailabil-
ty and toxicity of the different forms [10–12]. The levels
f the selenium in the food and water samples are generally
ower than detection limits of instrumental techniques includ-
ng spectrophotometry, atomic absorption spectrometry, etc.
he influences of the matrix components of the real sam-
les are another problem in the determinations of selenium
13–15]. Furthermore, it is not possible that to determine
he level of the selenium species like Se(IV) and Se(VI). In
rder to solve these main problems in the determination sele-
ium in environmental samples, the traditional preconcentration

nd separation methods for selenium like liquid–liquid extrac-
ion [16,17], solid phase extraction [18–20], and ion-exchange
21,22], etc. have been used. These preconcentration methods
ombined with instrumental analysis have frequently been used
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or the determination of selenium species in complex matrix
amples.

Coprecipitation is also one of the important preconcentration-
eparation and speciation technique for the traces heavy metal
ons [23–25]. The combination of a carrier element that is gen-
rally a metal ion and a precipitant that is organic or inorganic
ased have been used to coprecipitate traces metal ions in aque-
us media [26–28]. Organic or inorganic coprecipitation proce-
ures have been also preconcentration-speciation of selenium
ons [29–32]. According to our literature survey, the application
f hydroxide coprecipitation for selenium preconcentration and
peciation is very limited. Rao et al. [29] has been presented a
reconcentration work based on iron(III) hydroxide coprecipi-
ation for selenium(IV). Selenium ions have been coprecipitated
ith using lanthanum hydroxide by Tang et al. [30].
In the presented work, a simple and fast coprecipitation study

as been presented. The procedure based on the coprecipita-
ion of selenium(IV) by the aid of magnesium hydroxide. After
eduction of Se(VI) to Se(IV), total selenium in real samples
ere coprecipitated. The influences of the various analytical
arameters including matrix effects have been investigated.
elenium determinations were performed by graphite furnace
tomic absorption spectrometry.

. Experimental

.1. Instrument

A Perkin-Elmer analyst 700 atomic absorption spectrome-
er equipped with HGA graphite furnace and with deuterium
ackground corrector was used. For graphite furnace measure-
ents, argon was used as inert gas. The operating parameters for
orking element were set as recommended by the manufacturer
iven in Table 1. Perkin-Elmer pyrolytic-coated graphite tubes
ith a platform were used. Samples of 20 �l + 10 �l of mixture
f 0.015 mg Pd + 0.010 mg Mg(NO3)2 as matrix modifier during
he study were injected into the furnace using Perkin-Elmer AS-

00 autosampler. The signals were measured as peak areas. The
ange of the calibration standards for selenium was 0–50 �g l−1.
he correlation coefficient of the calibration curves were gener-
lly 0.999.

able 1
nstrument settings and analytical conditions

avelength 196 nm
lit width 2 nm
rgon flow 250 ml/min
tomization site Pyro/platform
eading time 5 s

Heating program temperature
(◦C (ramp time (s), hold time (s)))

rying 1 100 (5, 20)
rying 2 140 (15, 15)
shing 1100 (10, 20)
tomization 2100 (0, 5)
leaning 2600 (1, 3)
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A pH meter, Sartorius pp-15 model glass-electrode was
mployed for measuring pH values in the aqueous phase. Nüve
odel NF 800 centrifuge was used to centrifuge of solutions.
ilestone Ethos D closed vessel microwave system (maximum

ressure 1450 psi, maximum temperature 300 ◦C) was used.

.2. Reagents and solution

All chemicals were of analytical reagent grade and were used
ithout further purification. Deionised water (Milli-Q Millipore
8.2 M� cm−1 resistivity) was used for all dilutions. All the
lastic and glassware were cleaned by soaking in dilute HNO3
1 + 9) and were rinsed with distilled water prior to use. The
tandard solutions for Se(IV)and Se(VI) were from Sigma, St.
ouis, USA. Stock solutions of diverse elements were prepared

rom high purity compounds. The calibration standards were not
ubmitted to the preconcentration procedure.

NIST SRM 1573a tomato leaves, NIST SRM 1577b bovine
iver, GBW 07605 tea and LGC 6010 hard drinking water, stan-
ard reference materials were used in the experiment.

.3. Analytical procedure for Se(IV)

The coprecipitation method was tested firstly. One milliliter
f 1% (w/v) Mg(NO3)2 was added to 20 ml of solution contain-
ng 0.5 �g of Se(IV). Then the pH of the solution was adjusted
elated pH by the addition of 1 mol l−1 NaOH. After 10 min for
he formation of magnesium hydroxide precipitate, the solution
as centrifuged at 2750 rpm for 10 min. The supernatant was

emoved. The precipitate remained adhering to the tube was
issolved with 1 ml of 1 mol l−1 HNO3. The last volume was
ompleted to 2.0–10.0 ml with distilled water. The number of
eplicates for the test workings was three. The levels of sele-
ium were determined by graphite furnace atomic absorption
pectrometry.

.4. Reduction of Se(VI) to Se(IV) and determination of
otal selenium

To reduction of Se(VI) to Se(IV), the reduction procedure
iven by Ferri et al. [33] was applied to model solutions and
atural water samples. Appropriate amount of concentrated
ydrochloric acid was added to the solutions to give 4 mol l−1

s final acid concentration. Then the microwave program of
min for 250 W, 5 min for 450 W, 5 min for 650 W, vent: 8 min
as performed. After reduction of Se(VI) to Se(IV), the method
iven in Section 2.3 was applied to the determination of the total
elenium. The levels of selenium were determined by graphite
urnace atomic absorption spectrometry. The level of Se(VI) is
alculated by difference of total selenium and Se(IV) concen-
rations.

.5. Analysis of the real samples
Digestion conditions for microwave system for the samples
ere applied as 2 min for 250 W, 2 min for 0 W, 6 min for 250 W,
min for 400 W, 8 min for 550 W, vent: 8 min [34,35].
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the presented coprecipitation procedure has been performed
with model solutions containing matrix ions. The amounts
of selenium(IV) were 0.5 �g. The results are summarized in
26 M. Tuzen et al. / Tal

Standard reference materials (250 mg) and food samples
1.0 g) were digested with 6.0 ml of HNO3 (65%), 2.0 ml of

2O2 (30%) in closed microwave digestion system and diluted
o 15.0 ml with deionized water. The pHs of the solution were
djusted to 10.0 by the addition of 1 mol l−1 NaOH. Then the
reconcentration procedure given above was applied to the final
olutions, which has 50 ml of total volume. A blank digest was
arried out in the same way.

In order to digestion of milk, red wine and beer samples,
.0 ml of sample was digested with 3.0 ml of concentrated HNO3
nd 1.0 ml of H2O2 in microwave system. After digestion the
amples, the volume of the digested sample was made up to
5.0 ml with distilled water. The blanks were prepared in the
ame way as the sample, but omitting the sample. The precon-
entration procedure given above was applied to the samples.

A tap water from Tokat City, a mineral water from Sivas
ity, a bottled mineral water and LGC 6010 hard drinking water

tandard reference material were analyzed for their selenium
oncentrations. For this purpose, the pH of 20 ml of the samples
as adjusted to 10.0 by the addition of 1 mol l−1 NaOH. Then the
rocedure given above was applied to the samples. The levels
f selenium in the final solution were determined by graphite
urnace atomic absorption spectrometry.

. Results and discussion

The effects of some analytical parameters such as pH, amount
f magnesium, etc. on the recovery of selenium ions were inves-
igated. The optimum conditions determined for the preconcen-
ration procedure were as follows.

.1. Interference of magnesium ions on the absorbance of
elenium

Increasing concentrations of magnesium(II) was added to
queous solution containing selenium(VI) ions. These solutions
ere analyzed by GFAAS on the conditions given in Table 1

nd Section 2.1 without any pre-treatment. The absorbances for
elenium remained almost constant up to about 20 g l−1 mag-
esium(II). This indicates that the concentration of magnesium
ons in the final solution for the combination of coprecipitation

ethod with GFAAS must to be excessed 20 g l−1.

.2. Effects of pH

The influences of the pH of the aqueous solutions on the
oprecipitation efficiency of selenium(IV) and selenium(VI)
ons were investigated in the pH range of 8.0–13.0. The pH
as adjusted by the addition of 1 mol l−1 NaOH to the sam-
les. The results were depicted in Fig. 1. Selenium(IV) was
uantitatively recovered in the pH range of 10.0–11.0. Sele-

ium(VI) was recovered lower than 5% at pH range of 8.0–13.0.
his results show that the speciation of selenium(IV) and sele-
ium(VI) is possible at the pH range of 10.0–11.0. For all
ubsequent coprecipitation works for selenium, pH 10.0 was
sed.

F
(

ig. 1. Effects of pH on the coprecipitation efficiencies of Se(IV) and Se(VI)
N = 4).

.3. Influences of amounts of magnesium as carrier element

Magnesium(II) was selected as carrier element for the present
ork and the influences of magnesium(II) on the coprecipitation
f selenium(IV) ions were investigated by using model solutions
t pH 10.0. The influence of magnesium(II) was investigated
n the range of 0–4.0 mg. The results were depicted in Fig. 2.
he recoveries of selenium(IV) was 25% without any magne-
ium(II). Increasing recoveries for selenium(IV) were obtained
ncreasing amounts of magnesium(II). After 1.0 mg of magne-
ium(II), the recoveries of selenium(IV) were kept constant and
uantitative. For all further work, 1.0 mg of Mg2+ was added to
he model solutions.

.4. Effect of divers ions

In order to investigate the possibility of selective recovery
f selenium(IV) in the presence of the metal ions and anions,
ig. 2. Effects of magnesium amounts on the coprecipitation efficiency of Se(IV)
N = 4).
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Table 2
Effect of matrix components on coprecipitation efficiency of selenium(IV)
(N = 4)

Ions Added as Concentration of
ions (mg l−1)

Recovery of
selenium(IV)a (%)

Na+ NaCl 20000 97 ± 3
K+ KCl 5000 96 ± 2
Ca2+ CaCl2 5000 97 ± 2
Cl− NaCl 30000 96 ± 2
F− NaF 1000 97 ± 3
SO4

2− Na2SO4 3000 96 ± 3
NO3

− KNO3 3000 98 ± 2
PO4

3− Na3PO4 1000 95 ± 3
Ag+ AgNO3 100 96 ± 2
Cu2+ CuSO4 100 98 ± 4
Ni2+ NiSO4 100 96 ± 3
Cd2+ Cd(NO3)2 100 97 ± 2
Fe3+ FeCl3 100 99 ± 3
Mn2+ MnSO4 100 98 ± 3
Co2+ CoSO4 100 97 ± 2
Zn2+ ZnSO4 100 98 ± 3
Pb2+ Pb(NO3)2 100 97 ± 2
Al3+ Al (SO ) 100 95 ± 4
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Table 3
Influences of Se(VI) ions on retentions of selenium(IV) ions (N = 4) (Se(VI) is
added as Na2SeO4)

Concentration of Se6+ (mg l−1) Recovery of selenium(IV)a (%)

10 96 ± 2
30 95 ± 3
50 96 ± 3
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a Mean ± standard deviation.

able 2. The tolerance limit is defined as the ion concentration
ausing a relative error smaller than ±5% related to the precon-
entration and determination of analytes. The tolerable levels
f the some heavy metal ions are suitable for the separation and
reconcentration of selenium(IV) in the real samples examined
resent study, because of the levels of transition metals in these
amples are lower than their interferic level. It can be seen that
he major matrix ions in the food and natural waters show no
bvious interference with the preconcentration of selenium(IV)
ons.

The influences of the concentration of selenium(VI) as
iverse ion on the recoveries of selenium(IV) were also inves-
igated. The results were given in Table 3. The recoveries
f Se(IV) were quantitative till 50 mg l−1 of Se(VI). After
0 mg l−1 of Se(VI), recovery values for Se(IV) were not
uantitative.
.5. Determination of total selenium

In order to determination of total selenium, test solutions that
ontain different amounts of selenium(IV) and selenium(VI)

a
T
m
t

able 4
otal selenium determinations in spiked test solutions (volume: 50 ml, N = 4)

dded (�g l−1) Found (�g l−1)

e(IV) Se(VI) Se(IV) Se(VI)

0 10 – 9.8 ± 0.4
3 7 2.9 ± 0.1 6.9 ± 0.3
7 3 6.8 ± 0.3 2.9 ± 0.4
5 5 4.8 ± 0.2 4.9 ± 0.3
0 0 9.9 ± 0.4 –

a Mean ± standard deviation.
00 90 ± 2

a Mean ± standard deviation.

ere prepared. Then reduction of selenium(VI) ions to sele-
ium(IV) in the test solutions were performed by the procedure
iven by Ferri et al. [33]. Then the procedure given in Section 2.3
as applied to these solutions. The results are given in Table 4.
uantitative recovery values for selenium(IV) and total sele-
ium were obtained these solutions. The results show that the
roposed method could be applied for the determination of total
elenium in aqueous solutions.

.6. Figure of merits

The detection limit (LOD) of selenium(IV) for the present
ork was calculated under optimal experimental conditions.
or this work, the preconcentration procedure given Section 2.3
as applied to the 50 ml of blank model solutions. The limit
f detection for selenium(IV) based on three times the standard
eviations of the blank (k = 3, N = 21) was 0.030 �g l−1. The
recision of the determination of Se(IV) was evaluated under
he optimum conditions mentioned Section 2.3. For this pur-
ose, the procedure was repeated ten times for Se(IV) with
odel solutions containing 0.5 �g of Se(IV). It was found

hat the recovery of Se(IV) was 99 ± 3 at 95% confidence
evel.

.7. Application

The speciation procedure presented was applied to the speci-
tion of Se(IV) and Se(VI) in natural water samples from a tap
ater from Tokat City, a mineral water form Sivas City and a bot-

led mineral water. Various amounts of selenium species were

lso spiked to these water samples. The results were given in
able 5. A good agreement was obtained between the added and
easured analyte amounts. These results confirm the validity of

he proposed method. The presented method could be applied

Recovery (%)a

Total Se Se(IV) Se(VI) Total Se

9.8 ± 0.4 – 98 ± 3 98 ± 3
9.8 ± 0.3 97 ± 2 99 ± 4 98 ± 3
9.7 ± 0.3 97 ± 3 97 ± 4 97 ± 3
9.7 ± 0.2 96 ± 2 98 ± 3 97 ± 2
9.9 ± 0.4 99 ± 4 – 99 ± 4
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Table 5
Speciation of Se(IV) and Se(VI) and total selenium in tap water and mineral watersa (N = 4)

Samples Added (�g l−1) Found (�g l−1) Recovery (%) Relative error (%) R.S.D. (%)

Se(IV) Se(VI) Se(IV) Se(VI) Total Se Se(IV) Se(VI) Total Se Se(IV) Se(VI) Se(IV) Se(VI)

Tap water
from Tokat
City

– – 0.11 ± 0.01 0.16 ± 0.01 0.27 ± 0.01 – – – – – 9.1 6.3
0.3 1.0 0.40 ± 0.03 1.11 ± 0.10 1.51 ± 0.10 97 ± 2 95 ± 4 95 ± 3 −2.4 −4.3 7.5 6.3
1.0 0.3 1.10 ± 0.07 0.45 ± 0.13 1.55 ± 0.11 99 ± 2 97 ± 4 98 ± 3 −0.9 −2.2 6.4 6.7
1.0 1.0 1.09 ± 0.08 1.13 ± 0.16 2.22 ± 0.14 98 ± 3 97 ± 4 98 ± 3 −1.8 −2.6 7.3 5.3

Mineral water
from Sivas
City

– – 0.07 ± 0.01 0.09 ± 0.01 0.16 ± 0.01 – – – – – 5.7 5.6
0.2 1.0 0.27 ± 0.01 1.09 ± 0.09 1.35 ± 0.09 99 ± 1 100 ± 2 100 ± 2 −0.7 −0.4 4.1 4.9
1.0 0.2 1.07 ± 0.10 0.29 ± 0.10 1.35 ± 0.01 100 ± 2 98 ± 2 99 ± 1 −0.5 −1.7 9.2 6.3
1.0 1.0 1.06 ± 0.07 1.08 ± 0.15 2.14 ± 0.13 99 ± 2 99 ± 3 99 ± 2 −0.9 −0.8 6.6 8.0

Bottled mineral
water

– – 0.05 ± 0.01 0.09 ± 0.01 0.14 ± 0.01 – – – – – 4.0 4.7
0.1 1.0 0.15 ± 0.01 1.08 ± 0.10 1.22 ± 0.10 96 ± 3 99 ± 4 99 ± 3 −2.7 −0.6 6.8 8.9
1.0 0.1 1.05 ± 0.08 0.18 ± 0.08 1.23 ± 0.01 100 ± 1 96 ± 1 99 ± 1 −0.3 −2.2 7.5 7.9
1.0 1.0 1.04 ± 0.09 1.07 ± 0.16 2.11 ± 0.13 99 ± 2 99 ± 4 99 ± 3 −0.6 −1.4 8.4 6.5

a Mean ± standard deviation.

Table 6
The level of total selenium in the standard reference materials after application of the presented procedure (N = 4)

Sample Concentration R.S.D. (%) Certified value Relative error (%)

NIST SRM 1573a tomato leaves 0.052 ± 0.003 �g g−1 5.8 0.054 �g g−1 −3.7
NIST SRM 1577b bovine liver 0.70 ± 0.05 �g g−1 7.1 0.73 �g g−1 −4.1
GBW 07605 tea 0.069 ± 0.006 �g g−1 8.7 0.072 �g g−1a −4.2
LGC 6010 hard drinking water 9.6 ± 0.6 �g l−1 6.3 9.3 �g l−1 +3.2
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Table 8
The level of total selenium in some real samples after application of the presented
procedure (N = 4)

Sample Added (�g kg−1) Found (�g kg−1) Recovery (%)

Bread
– 144 ± 9 –

50 189 ± 10 97
100 237 ± 11 97

Tomato
– 14 ± 1 –

10 24 ± 1 100
20 33 ± 2 97
– 14 ± 1 –
ncertainty at 95% confidence limit.
a The value is not certified.

uccessfully for the separation, preconcentration and speciation
f trace amounts of selenium in both spiked and water samples.

The coprecipitation procedure presented was applied to four
ifferent standard reference materials given in Table 6. The
esults are in good agreement with the certified values for sele-
ium. The relative standard deviations for solid samples were in
he range of 5.8–8.7%.

Because of the importance of the selenium consuming by
he foods for a healthy life [2–5], the presented procedure was
lso applied to the various food samples. For this purpose, the

amples given in Tables 7 and 8 were microwave digested then
he procedure was applied.

able 7
he level of total selenium in cow milk, beer and red wine samples (N = 4)

ample Added (�g l−1) Found (�g l−1) Recovery (%)

ow milk
– 52 ± 5 –

25 76 ± 6 99
50 99 ± 8 97

eer
– 29 ± 2 –

10 37 ± 2 95
50 76 ± 5 96

ed wine
– 35 ± 2 –

10 42 ± 3 93
50 82 ± 5 96

Onion 10 23 ± 1 96
20 32 ± 2 94

Garlic
– 56 ± 3 –

25 77 ± 4 95
50 103 ± 8 97

Potato
– 17 ± 1 –

10 26 ± 1 96
20 35 ± 2 95

Black
tea

– 68 ± 5 –
25 90 ± 6 97
50 116 ± 9 98

Cow’s
meat

– 165 ± 10 –
100 260 ± 13 98
200 351 ± 18 96

Honey
– 122 ± 7 –

50 166 ± 10 97
100 216 ± 9 97

Yogurt
– 30 ± 1 –

10 39 ± 2 98
30 58 ± 4 97
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. Conclusion

The presented coprecipitation procedure was simple and
apid for speciation of Se(IV) and Se(VI). The time required
or the coprecipitation and determination was approximately
0 min. The selenium ions can be sensitively determined by
tomic absorption spectrometry without any influence of mag-
esium hydroxide. The preconcentration factor was 25 for
0 ml of sample volume and 2 ml of final volume. The con-
amination risk for analytes from the carrier element is very
ow.
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21] J.L. Gómez-Ariza, D. Sánchez-Rodas, M.A. Caro de la Torre, I. Giráldez,
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bstract

Amberlite XAD-16 was loaded with 4-{[(2-hydroxyphenyl)imino]methyl}-1,2-benzenediol (HIMB) via azo linker and the resulting resin AXAD-
6-HIMB explored for enrichment of Zn(II), Mn(II), Ni(II), Pb(II), Cd(II), Cu(II), Fe(III) and Co(II) in the pH range 5.0–8.0. The sorption capacity
as found between 56 and 415 �mol g−1 and the preconcentration factors from 150 to 300. Tolerance limits for foreign species are reported. The
inetics of sorption is not slow, as t1/2 is ≤15 min. The chelating resin can be reused for seventy cycles of sorption–desorption without any significant
hange (<2.0%) in the sorption capacity. The limit of detection values (blank + 3 s) are 1.72, 1.30, 2.56, 2.10, 0.44, 2.93, 2.45 and 3.23 �g l−1 for

n, Mn, Ni, Pb, Cd, Cu, Fe and Co, respectively. The enrichment on AXAD-16-HIMB coupled with flame atomic absorption spectrometry (FAAS)
onitoring is used to determine the metal ion ions in river and synthetic water samples, Co in vitamin tablets and Zn in powdered milk samples.
2006 Elsevier B.V. All rights reserved.
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. Introduction

The interest in ligand immobilized solid phases like silica
el, organic polymer or copolymer and cellulose [1], which
ave good sorption capacity, continues because solid phase
xtraction (SPE) is an important metal enrichment technique
2] and the ligand anchored solids are important for designing
ew catalysts [3] as well as heterogenization of homogeneous
atalysts [4]. Enrichment of metal ions by SPE makes possible
he use of cheap and commonly available analytical techniques
uch as flame atomic absorption spectrometry (FAAS) for
he determination at micro/trace level of metallic species
n environmental samples, high purity materials, biological
amples and other complex matrices. The advantages of
PE over ion exchange and solvent extraction are selectivity,
co-friendliness, reusability and high preconcentration factor

4]. Amberlite XAD-2 has been found to be a good support to
esign chelating resins for SPE [5–15]. In comparison to silica
el and cellulose, the kinetics of sorption is faster on Amberlite

∗ Corresponding author. Tel.: +91 11 2659 1379; fax: +91 11 2658 1037.
E-mail addresses: aksingh@chemistry.iitd.ac.in, ajai57@hotmail.com
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AD-2 based extractors. It has been reported recently that
mberlite XAD-16 [polystyrene-divinylbenzene copolymer]
arketed by Aldrich (USA) recently on ligand immobilization

ives chelating resins of better sorption capacities than those
ased on Amberlite XAD-2 [16–19]. This is due to higher
urface area of Amberlite XAD-16 in comparison to Amberlite
AD-2 [20,21]. To obtain a matrix of good sorption capacity,

t was therefore thought worthwhile to anchor tetradentate
igand 4-{[(2-hydroxyphenyl)imino]methyl}-1,2-benzenediol
HIMB) on Amberlite XAD-16. The resulting chelating resin
s used to enrich Zn(II), Mn(II), Ni(II), Pb(II), Cd(II), Cu(II),
e(III) and Co(II) before their determination by FAAS. The
ethod is applied to water, vitamin (Co) and milk samples (Zn).
he results of these investigations are reported in this paper.

. Experimental

.1. Instruments
A flame atomic absorption spectrometer (FAAS) of Perkin-
lmer Instruments, Shelton, USA, model Aanalyst 100 equipped
ith air–acetylene flame was used for metal ion determination.
he wavelengths used for monitoring Zn, Mn, Ni, Pb, Cd, Cu,
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e and Co are 213.9, 279.8, 231.1, 217.0, 228.8, 324.8, 248.8
nd 240.7 nm, respectively. A Nicolet (Madison, USA) FT-IR
pectrometer, model Protégé 460, was used to record IR spectra
in KBr) in the range 400–4000 cm−1. The pH was measured
ith digital pH meter (Toshniwal Instruments, Ajmer, India).
hermogravimetric analysis (TGA) was carried out on a Dupont

Wilmington, DE, USA) 2100 thermal analyzer and Perkin-
lmer (Rotkreuz, Switzerland) elemental analyzer, model 240C,
as used for elemental analyses. The flow of solution through the

olumn was controlled using peristaltic pump (Watson–Marlow
odel 101/U/R, Falmouth, UK). The sorption and desorp-

ion studies of the metal ions on the chelating matrix were
enerally carried out on columns (Pharmacia, Bromma, Swe-
en) of size 1 cm × 10 cm [diameter × length] equipped with
djustable frits. A mechanical shaker equipped with an incu-
ator (Hindustan Scientific, New Delhi, India) with a speed of
00 strokes min−1 was used for batch equilibration.

.2. Reagents

Non-ionic Amberlite XAD-16 (specific area 800 m2 g−1 and
ead size, 20–60 mesh) was procured from Aldrich (Milwau-
ee, USA). 3,4-Dihydroxybenzaldehyde obtained from ACROS
RGANICS (New Jersey, USA) and 2-aminophenol obtained

rom Merck, Germany were used as received. The stock solu-
ions of metal ions (1000 �g ml−1) were prepared from analyt-
cal reagent-grade metal salts as described earlier [8–11]. They
ere standardized [22] and working solutions of the metal ions
ere made by suitable dilution of the stock solutions with doubly
istilled water. The 0.1 M HCl and NaOH (pH 2 and 3), 0.1 M
cetic acid–acetate buffer (pH 4 and 5), 0.1 M phosphate buffer
pH 6 and 7) and 0.1 M ammonia–ammonium chloride buffer
pH 8 and 9) were used to adjust the pH of the solutions, wher-
ver suitable. Water samples from the Ganges river (Haridwar,
ndia), and tap water (New Delhi, India) were collected, acidified
ith 2% HNO3, filtered and stored in glass bottles. All glass-
are were washed with chromic acid and soaked in 5% HNO3
vernight and cleaned with doubly distilled water before use.

.3. Synthesis of 4-{[(2-hydroxyphenyl)imino]methyl}-
,2-benzenediol (HIMB) and HIMB loaded Amberlite
AD-16 (AXAD-16-HIMB)

3,4-Dihydroxybenzaldehyde (0.138 g, 2 mmol) and 2-
minophenol (0.137 g, 1 mmol) were refluxed in methanol for
h. The solvent was removed on a rotary evaporator to give
rown coloured Schiff’s base HIMB. Analyses: Found C, 68.08;
, 4.85; N, 5.87%; Calc. for C13H11NO3: C, 68.12; H, 4.80; N,
. 11%.

The published procedure [8,9] for Amberlite XAD-2 was
sed to prepare the nitrated beads of Amberlite XAD-16 also.
he nitrated beads were reduced to amino resin by the method

8,9] reported for Amberlite XAD-2. The amino resin was

uspended in 200 mL of ice-cold water and treated with an
quimolar mixture of 1 M HCl and NaNO2 solution at −5 ◦C
or diazotization until the reaction mixture started to change the
olour of starch-iodide paper to violet. The diazotized Amber-
anta 71 (2007) 282–287 283

ite XAD-16 was filtered at −5 to 0 ◦C to avoid its disintegration
t higher temperature and treated with HIMB (10 g taken in a
ixture of 400 ml of water and 75 ml of 4% sodium hydrox-

de) at 0–5 ◦C for 24 h. The resulting dark brownish crimson
oloured beads were filtered, washed with 4 M HCl and dou-
ly distilled water successively and finally air-dried. Analyses:
XAD-16-HIMB: Found C, 62.50; H, 5.40; N, 9.80%; Calc. for
21H18O3N3·2H2O: C, 63.63; H, 5.55; N, 10.60%.

.4. Recommended column method for preconcentration
nd determination of metal ions

Amberlite XAD-16 loaded with HIMB (1.0 g) was swollen
n water for 24 h, packed in a glass column C10/10 (Pharmacia,
0 cm × 10 mm), between frits, using the method recommended
y the manufacturer [23]. The column was treated with 4 M
Cl or HNO3 (50 ml) and washed with doubly distilled water
ntil free from acid. A suitable aliquot of the sample solution
ontaining Zn(II), Mn(II), Ni(II), Pb(II), Cd(II), Cu(II), Fe(III)
r Co(II) in the concentration range 0.0060–1.0 �g ml−1 was
assed through the column after adjusting its pH to the optimum
alue (6.0) at a flow rate of 1.0–5.0 ml min−1, controlled with a
eristaltic pump. The column was washed with distilled water
o remove free metal ions. The bound metal ions were stripped
rom the column with 1.5 M HCl or HNO3 (10–25 ml) passed
t flow rate 4.0 ml min−1. The concentration of the metal ion in
he eluates was determined by FAAS, standardized previously.
ilution with double distilled water was performed before aspi-

ation when the eluates were sufficiently concentrated to exceed
he working range of FAAS.

.5. Recommended batch method for preconcentration and
etermination of metal ions

A sample solution (100 ml) containing 0.1–26.39 �g ml−1

f Zn(II), Mn(II), Ni(II), Pb(II), Cd(II), Cu(II), Fe(III) or Co(II)
as placed in a glass stoppered bottle (250 ml) after adjusting

ts pH to the optimum value (6.0). The HIMB loaded Amberlite
AD-16 (0.1 g) was added. The bottle was stoppered and

haken for 30 min. The resin was filtered and the metal ions
rom the resin were desorbed by shaking the resin beads with
.5 M HCl or HNO3 (25 ml) The resin was filtered off and the
ltrate was aspirated into the flame of pre-standardized FAAS,
fter suitable dilution, if required.
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. Results and discussion

.1. Synthesis and characterization of the Amberlite
AD-16 loaded with HIMB

The elemental analyses and TGA of AXAD-16-HIMB (donor
ites shown in structure 1) are consistent with the presence
f nearly two water molecules per repeat unit. FT-IR spec-
rum of HIMB is characteristic and has bands at 1649, 1384
nd 1238 cm−1 due to νsy(C N), O H (bending) and ν(C O),
espectively. The presence of bands at 1655, 1540, 1342
nd 1265 cm−1 due to νsy(C N), ν(N N), O H bending and
(C O), respectively, in FT-IR spectrum of AXAD-16-HIMB
upports the loading of HIMB onto Amberlite XAD-16. The
urface area of AXAD-16-HIMB was found to be 395.8 m2 g−1

y BET method.

.2. Optimum conditions for sorption and desorption

The multivariate approach was used to optimize sorption of
n(II), Mn(II), Ni(II), Pb(II), Cd(II), Cu(II), Fe(III) and Co(II)
n the column packed with AXAD-16-HIMB. Each optimum
ondition was established by varying one of them and fol-
owing the recommended column procedure. It was rechecked
fter standardizing the remaining ones. A typical process for
ptimization of pH for Cu is as follows. A set of solutions
volume: 100 ml), containing 0.25 �g ml−1 of Cu was taken.
he pH of the solutions of the set was adjusted to different
alues in the range 2.0–9.0. The enrichment of the metal ion
rom these solutions was studied by the recommended col-
mn procedure. The optimum pH ranges for maximum recovery
97.6%) are 5.0–7.0, 5.5–6.5, 5.5–7.5, 5.0–7.0, 6.0–8.0, 4.0–6.0
nd 6.0–8.0, respectively for Zn, Mn, Ni, Pb, Cd, Cu, Fe, and
o (pH profiles are shown in Fig. 1). The effect of pH on
orption was also studied by using the recommended batch
ethod and the results are found to be consistent with those

f the column method. The use of 5–10 ml of acetate, phos-
hate and ammonia buffer to adjust the pH does not affect

ig. 1. Effect of pH on sorption of Zn(II), Mn(II), Ni(II), Pb(II), Cd(II), Cu(II),
e(III) and Co(II) onto HIMB loaded Amberlite XAD-16.
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he sorption behavior. The metal ions are not significantly des-
rbed (<2%) by distilled water; therefore chelation contributes
redominantly to the retention of metal ions. The average recov-
ries [for 0.25 �g ml−1 of each metal ion (0.5 �g ml−1 for Pb)]
nder optimum conditions are: 98.7, 99.4, 99.2, 97.8, 98.4, 99.0,
9.8, 97.6% for Zn, Mn, Ni, Pb, Cd, Cu, Fe, and Co, respec-
ively. For five determinations of 0.25 �g ml−1 of each metal
on (0.5 �g ml−1 for Pb) under optimum conditions the standard
eviations were found between 0.012 and 0.081 and correspond-
ng R.S.D. 1.170–5.420%.

.3. Effect of flow rate and eluent

The metal ion sorption on AXAD-16-HIMB (1 g) packed
olumn was studied at various flow rates of the metal ion solu-
ions controlled with a peristaltic pump. The optimum flow rate
or loading Zn, Cd, and Fe onto AXAD-16-HIMB was found
o be between 1.0 and 5.0 ml min−1. For Cu and Ni it was
.0–4.0 ml min−1 and for Mn, Pb, and Co 2.0–5.0, 1.0–6.0 and
.0–4.0 ml min−1, respectively. A flow rate <1.0 ml min−1 was
ot employed to avoid the longer time of analysis. The decrease
n the percentage of sorption at flow rate >5.0 ml min−1, is proba-
ly because the metal ions do not equilibrate sufficiently with the
atrix. For stripping off bound Zn, Mn, Ni, Cd, Cu, Fe, and Co

he optimum concentrations of HCl (maximum instant recovery
97.6%) needed are 1.5–3.5, 1.0–4.0, 1.0–2.5, 1.5–2.0, 1.0–4.0,
.0–3.0, 1.0–2.0 M, respectively. The Pb, was eluted best with
.5–1.5 M HNO3. The flow rates between 2.0–5.0 ml min−1

ere found most effective for stripping the metal ions from the
atrix.

.4. Kinetics of metal sorption

The kinetics of sorption was studied by batch method.
XAD-16-HIMB (0.5 g) was shaken with 50 ml of solution con-

aining 40 �g ml−1 of one of the eight metal ions for different
quilibration times (2, 5, 10, 15, 20, 25, 30, 40 min and 5 h) under
ptimum conditions. The concentration of metal ions sorbed on
he matrix as well as present in the supernatant solution was
etermined with FAAS using recommended batch method for
he former. The sorption as a function of time for all the metal
ons is shown in Fig. 2. Shaking for 2–15 min was required for
0% sorption.

.5. Effects of electrolytes and cations

The effects of NaCl, NaBr, NaNO3, Na2SO4, Na3PO4,
aI and other foreign species on the sorption efficiency of
n(II), Mn(II), Ni(II), Pb(II), Cd(II), Cu(II), Fe(III) and Co(II)

25 �g each) on AXAD-16-HIMB were studied using the
ecommended column method. The tolerance limits of various
oreign species in the sorption of the eight metal ions are given
n Table 1. The criterion for interference was lowering of recov-

ry by more than 3%. Each reported tolerance/interference
s in the preconcentration and not in the determination by
AAS, as checked with the help of reagent matched standard
olutions.
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Table 1
Tolerance limit of electrolytes, cations Ca(II) and Mg(II) and other foreign species

Electrolyte Metal ion

Zn(II) Mn(II) Ni(II) Pb(II) Cd(II) Cu(II) Fe(III) Co(II)

NaNO3 (mol l−1) 0.5 0.25 0.20 0.23 0.40 0.65 0.28 0.20
NaCl (mol l−1) 0.4 0.12 0.35 0.72 0.35 0.80 0.45 0.23
NaBr (mol l−1) 0.01 0.08 0.20 0.001 0.02 0.10 0.04 0.06
Na3PO4 (mol l−1) I 0.30 0.06 I 0.12 0.03 0.07 0.15
Na2SO4 (mol l−1) 0.22 0.35 0.75 0.28 0.40 1.2 0.25 0.65

NaI (mol l−1) 0.07 0.19 0.30 0.02 0.05 0.20 0.35 0.5
Humic acid (�g ml−1) 15 20 20 18 5 30 35 12
Ascorbic acid (mmol l−1) 0.5 0.40 0.70 0.20 1.0 1.2 1.4 0.44
Citric acid (mmol l−1) 0.02 0.15 0.25 0.80 0.60 2.7 1.1 1.2
EDTA (mmol l−1) 0.003 0.001 0.004 0.001 0.003 0.006 0.019 0.022
Tartaric acid (mmol l−1) 0.44 0.60 0.55 0.80 1.0 0.85 0.70 0.35
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a(II) (mol l−1) 0.20 0.27 0.12
g(II) (mol l−1) 0.30 0.45 0.25

, interferes.

.6. Sorption capacity

The sorption capacities of AXAD-16-HIMB for the eight
etal ions were determined by batch method. The resin

0.1 g) was saturated with a metal ion solution (concentration:
0 �g ml−1) by equilibration on a mechanical shaker under opti-
um conditions. The solid matrix was filtered, washed with

istilled water and subjected to recommended batch procedure.
he filtrate was diluted suitably and also subjected to FAAS
etermination. The sorption capacities for Zn, Mn, Ni, Pb, Cd,
u, Fe, and Co (�mol g−1) are 168, 111, 225, 105, 56, 415, 340
nd 246, respectively (highest for Cu). The sorption capacity
alues determined by column method were consistent with the
atch method values (variation <1.2%).
.7. Resin stability and reusability

The stability of HIMB-loaded Amberlite XAD-16 was stud-
ed in 1.0–6.0 M HCl / HNO3). It was shaken with acid of varying

ig. 2. Kinetics of the sorption of metal ions on HIMB loaded Amberlite XAD-
6.
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0.50 0.30 1.4 0.05 0.65
0.05 0.15 0.60 0.90 0.40

oncentrations for 5 h and filtered. The solid was washed with
istilled water until free from acid and air-dried. The sorption
apacity of the acid treated resin determined by batch method
as found to vary <2.4% than that of the untreated one. Thus

he present resin can withstand acid concentration up to 6 M. It
an be reused for 70 cycles of sorption–desorption without any
ignificant change in the sorption capacity (<2.0%).

.8. Preconcentration and recovery of metal ions

Enrichment factors for column method were determined by
ncreasing the dilution of metal ion solution while keeping the
otal amount of loaded metal ion fixed at 15 �g for Mn, Cd or
o, 20 �g for Zn, Ni or Cu and 25 �g for Pb or Fe and apply-

ng the recommended column procedure. These were guided by
iddle concentration value of calibration curve of each metal

on, as it should be available in the final eluate so that error is
east. The feed volume and preconcentration factors are given
n Table 2. The recoveries reported in Table 2 are at the low-
st concentrations. The limit of detection values (defined as
blank + 3 s) where s is standard deviation of the blank deter-
ination) for the FAAS are 1.72, 1.30, 2.56, 2.10, 0.44, 2.93,

.45 and 3.23 �g l−1 for Zn(II), Mn(II), Ni(II), Pb(II), Cd(II),
u(II), Fe(III) and Co(II), respectively and corresponding limit
f quantification (blank + 10 s) values are 3.28, 3.10, 4.78, 4.30,
.03, 4.85, 5.01 and 5.65 �g l−1, respectively.

. Applications of the method

Solid phase extraction with AXAD-16-HIMB coupled with
AAS determination was applied to determine the eight metal
ons in water samples, cobalt in vitamin tablets, Zn in milk sam-
les and Cu and Fe in water standards (synthetic).

.1. Determination of metal ions in water samples
The estimations of Zn, Mn, Ni, Pb, Cd, Cu, Fe, and Co in
ater samples collected from the Ganges (Haridwar) and munic-

pality taps (New Delhi) were made with and without (referred as
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Table 2
Enrichment factors and enrichment limits of metal ions

Metal ion Total volume (ml) Concentration (ng ml−1) Final volume (ml) Recovery (%) Preconcentration factor

Zn(II) 2000 10 10 99.0 200
Mn(II) 2500 6 10 97.7 250
Ni(II) 3000 6.6 10 96.0 300
Pb(II) 2000 12.5 10 98.7 200
Cd(II) 1500 10 10 96.7 150
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u(II) 2500 8
e(III) 3000 8.3
o(II) 2500 6

irect determination) standard addition by subjecting 1000 ml of
ater sample (spiked with 50–100 �g of each of the eight metal

ons in case of standard addition method) to recommended col-
mn method. The closeness of results of direct and SA method
Table 3) indicates the reliability of present method for metal
nalyses in water samples.

.2. Determination of Co in vitamin tablets and zinc in milk
owder

Ten tablets (weighing 3.25 g) of Polybion (Merck, Mumbai,
ndia) were digested in a beaker containing 25 ml of concen-
rated HNO3 and brought into solution as reported earlier [25].
he pH of the solution was adjusted to optimum value and the
oncentration of cobalt was estimated by the recommended col-
mn procedure using FAAS. The average (four determinations)
mount of cobalt was found to be 1.95 �g g−1 of tablet with an
.S.D. of 3.25%. The reported value of cobalt in the tablet is
.99 �g g−1 of tablet.

A sample of powdered milk (1.0 g) was heated in a beaker
ontaining mixture of concentrated sulphuric acid (20 ml) and
itric acid (8 ml) and brought into solution as reported earlier
25]. The pH was adjusted to optimum value (6.0) and the
olume was made up to 1000 ml. Thereafter recommended col-
mn procedure was applied. The average (four determinations)
mount of zinc was found to be 37.40 �g g−1 of sample with a
.S.D. of 4.86%. The reported value of zinc in the milk sample

s 38 �g g−1.
.3. Analysis of synthetic water samples

The recommended column procedure was applied to deter-
ine Cu and Fe content in synthetic water samples (1000 ml)

d
a
(
n

able 3
etermination of metal ions in water samples

rigin of sample Method Metal ion (�g l−1) (R.S.D.)

Zn Mn Ni

anges river, Haridwar Direct – 5.9 (6.3) 4.6 (3.1
S.A. – 5.6 (3.1) 4.4 (4.4

ap water, New Delhi Direct 12.3 (2.7) 18.7 (1.2) 4.9 (6.5
S.A. 12.2 (1.9) 18.8 (2.4) 4.8 (3.2

irect: Recommended procedure is directly applied. S.A.: standard addition method
rom the total metal recovered. R.S.Ds. for four determinations.
10 99.7 250
10 97.7 300
10 98.3 250

aving composition similar to certified water samples SLRS-
(National Research Council, Ottawa, Ontario, Canada). The

verages of four determinations of Cu and Fe were found to be
.7 (R.S.D. 3.73%) and 101.8 �g l−1 (R.S.D. 3.94%), respec-
ively. Their quantities (�g l−1) taken were Cu, 1.81 and Fe,
03.

. Comparison with other chelating matrices

In comparison to thiosalicylic acid [11], chromotropic
cid [8,15] pyrocatechol [12,15], o-aminophenol [9], tiron
10], pyrogallo l[14] quinalizarin [13] and 1-(2-pyridylazo)-
-naphthol [24] loaded Amberlite XAD-2, HIMB loaded
mberlite XAD-16 exhibits higher sorption capacities.
owever, present matrix and resacetophenone [26] and
-formyl-8-hydroxyquinoline [27] loaded silica gel show
omparable capacities to sorb several metal ions. 5-Formyl-
-hydroxyquinoline loaded silica gel exhibits better sorption
apacities for Cu, Fe and Pb than the present matrix. Similarly
orption capacities of the cellulose loaded with 2,3-DHP [28],
yrocatechol [29], 8-hydroxyquinoline [30] and pyrogallol
31] are generally comparable with those of Amberlite XAD-
6-HIMB except for few metals (Zn, Cu, Pb) particularly
hen ligands loaded are 2,3-DHP and 8-hydroxyquinoline.
-{[1-(3,4-Dihydroxyphenyl)methylidene]-amino}benzoic
cid anchored Amberlite XAD-16 [25] has somewhat higher
orption capacities (except for Ni, Co and Cu), but pre-
oncentration factors of the present matrix for Mn, Ni and
o are better. The sorption capacities reported for N-(3,4-

ihydroxy)benzyl-4-amino,3-hydroxynaphthalene-1-suphonic
cid [21] anchored Amberlite XAD-16 are exceptionally high
760–2050 �mol g−1), whereas preconcentration factors are
ot. The preconcentration factors for the present matrix are gen-

Pb Cd Fe Cu Co

) 2.9 (8.1) – 50.6 (1.5) 17.9 (1.4) 11.6 (2.8)
) 3.0 (4.0) – 49.8 (1.5) 17.6 (1.4) 11.9 (1.4)

) 19.8 (2.8) – 55.4 (1.1) 34.5 (1.4) 22.3 (3.7)
) 19.7 (3.6) – 55.6 (1.4) 34.4 (1.1) 22.0 (4.5)

; the values are obtained by subtracting the amount of metal added for spiking
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Received 22 November 2005; received in revised form 22 March 2006; accepted 23 March 2006
Available online 2 May 2006

bstract

Free radical scavenging activity of different polyphenolic compounds commonly present in wine has been evaluated using DPPH method. The
xperiments were performed with different amounts of phenols within the linear interval of response and with an excess of DPPH• in all cases. In
hese conditions, for most of the compounds tested, the reaction was biphasic. Total stoichiometry values n confirm the implication of more than
ne step in the process. Flavan-3-ol compounds showed the highest values, especially procyanidins B1 (9.8) and B2 (9.1). In this family, n values
oincide with the number of hydroxyl groups available. EC50 and TEC50 parameters have been calculated. EC50 values are extremely diverse, being
he procyanidins B1 and B2 the most potent scavenging compounds and resveratrol the less one. TEC50 considers the rate of reaction towards the

ree radical. (+)-Catechin and (−)-epicatechin are the phenolic compounds that need more time to react. In contrast, caftaric and caffeic acids are
he phenolic acids that react more rapidly. Antioxidant efficacy (AE) is a parameter that combines both factors. Compounds as kaempferol, with
high EC50 value, could be considered as an antioxidant with low relevance, but instead shows the highest AE value of the phenolic compounds

ested, due to its fast rate of reaction, what is of great biological importance.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Nowadays it is well known that phenolic compounds are
ighly responsible of the health effects derived from consump-
ion of plant origin food [1,2]. They play a key role as antiox-
dants due to the presence of hydroxyl substituents and their
romatic structure, which enables them to scavenge free radi-
als [3–5].

A wide variety of in vitro methods to assess radical scaveng-
ng ability have been set up. Different artificial species have been
sed such as 2,2′-azinobis-3-ethylbenzothiazoline-6-sulfonic
cid (ABTS) [6], 1,1′-diphenyl-2-picrylhydrazyl (DPPH) [7],
nd N,N-dimethyl-p-phenylendiamine (DMPD) [8]. Conditions

ay vary from one to another (i.e. pH, solvents, wavelength of
easurement), yielding different results [9]. As they are artifi-

ial radicals they do not reproduce in vivo situation, which is

∗ Corresponding author. Tel.: +34 954 55 67 60; fax: +34 954 23 37 65.
E-mail address: mcparrilla@us.es (M.C. Garcı́a-Parrilla).

p
a
a
a
a
t
[

039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
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EC50

main drawback. However, they are useful to rank antioxidant
ctivity of substances and food containing them. They may serve
o evaluate if an elaboration process influences on food antioxi-
ant activity and can be an indicator of the antioxidant potential
rior to their consumption.

In the present paper, DPPH method has been applied to
he phenolic compounds commonly present in wine. The
pectrophotometric technique employs the 1,1-diphenyl-2-
icrylhydrazyl free radical (DPPH•), which shows a character-
stic UV–vis spectrum with a maximum of absorbance close
o 515 nm in methanol. The addition of an antioxidant results
n a decrease of absorbance proportional to the concentration
nd antioxidant activity of the compound itself [7]. This method
resents the advantage of using a stable and commercially avail-
ble free radical and has been extensively applied on the study of
ntioxidant activity of food items, such as olive oil, fruits, juices

nd wines [10–15]. It is easy to perform, highly reproducible
nd comparable with other methods such as ABTS, reduc-
ion of superoxide anion and inhibition of lipid peroxidation
16,17].
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There are different forms to express results. One of the most
ommonly used is the TEAC index (Trolox Equivalent Antiox-
dant Capacity), firstly designed for ABTS method [18] where
he antioxidant capacity of a given substance is compared to
hat of the standard antioxidant Trolox, an analogous hydrosol-
ble of Vitamin E. In particular, DPPH• free radical has been
sed to assess the ability of phenolic compounds to transfer
abile H atoms to radicals [19]. Total H atom donating capaci-
ies are evaluated in the EC50 index, defined as the concentration
eeded to reduce 50% of DPPH•. Time needed to reach the
teady state at the concentration EC50 is named TEC50, which
onsiders the rate of reaction towards the free radical. Antiox-
dant Efficacy (AE) is a parameter that combines both factors
20].

The knowledge of the kinetics of atom transfer is important
ecause free radicals in the organism are short-lived species,
hat implies that the impact of a substance as an antioxidant
epends on its fast reactivity towards free radicals.

Studies have been conducted to evaluate antioxidant activ-
ty of different polyphenolic compounds [7], such as flavonoids
21], but the number of species studied is scarce. In this sense, we
ave included a large number of phenolic compounds, all of them
resent in wines and in other vegetable products. The objective
f the present work is to compare the radical scavenging abil-
ty of the different polyphenolic compounds characteristic of
ines towards DPPH• free radical. Besides, the reaction rates

nd stoichiometry have been explored.

. Experimental

.1. Chemicals

1,1-Diphenyl-2-picrylhydrazyl (DPPH•) as free radical form
90% purity) and 6-hydroxy-2,5,7,8 tetramethylchroman-2-
arboxylic acid (Trolox) were obtained from Sigma–Aldrich
uimica (Alcobendas, Spain). A total of 19 standard phenolic

ompounds were purchased from Chromadex, Sigma, Aldrich
nd Merck, and were selected for their usual occurrence in wines
nd their availability as commercial standards. Certain pheno-
ic compounds not usually present in wine, such as rutin and

orin, were included for comparison purposes. All substances
ad a grade of purity higher than 99%. Methanol and ethanol
ere provided by Merck (Mollet del Vallés, Spain). All reagents
ere of analytical grade. Double distilled water (Millipore Co.)
as used throughout.

.2. Instrumental

Absorbance measurements were recorded on a Hitachi UV-
800® spectrophotometer thermostated with a Peltier system at
5 ◦C.

.3. DPPH Method
A methanolic solution (25 mg L−1) of the radical DPPH•
as prepared daily and protected from light. Absorbance was

ecorded to check the stability of the radical throughout the

o
c
a

71 (2007) 230–235 231

ime of analysis. Five different concentrations of DPPH• rad-
cal, comprising from 63 and 13 �M, were also prepared every
ay and a linear relationship between radical concentration and
bsorbance was established.

The effect of phenolic compounds on the DPPH• absorbance
as estimated by using the procedure described by Sánchez-
oreno et al. [20]. 0.1 mL of different phenol concentrations dis-

olved in 15% ethanol in water were added to 3.9 mL of DPPH•
ethanolic solution. Absorbance at 515 nm was recorded at dif-

erent time intervals until the reaction reached an equilibrium.
he initial absorbance was close to 0.700 in all cases. The blank

eference cuvette contained methanol. All measurements were
erformed in duplicate. Six different concentrations of each phe-
olic compound studied have been assayed in order to check the
inearity of response and to establish the antioxidant activity
alues in the adequate linear range.

All phenolic compounds were properly dissolved in an aque-
us solution with 15% ethanol, to mimic wine medium, making
ossible to fully compare the most representative families of
olyphenols with wines themselves. Ethanol was tested against
PPH• radical and this resulted in nule effect on the absorbance

t 515 nm.

.4. Data analysis

Reaction kinetics of polyphenols with DPPH• were regis-
ered for each antioxidant concentration tested (see Fig. 1). From
hese plots, the percentage of DPPH• remaining at the steady
tate (DPPH• rem) was determined as

DPPH• rem =
(
Af

A0

)

× 100 (1)

0 and Af correspond to the absorbances at 515 nm of the radical
t the beginning and at steady state, respectively. Time at steady
tate was used in order to ensure that reaction did not progress
urther. Concentrations of the phenolic compounds in the reac-
ion medium were plotted against the percentages of the rema-
ent DPPH• at the end of the reaction in order to obtain the EC50
ndex, defined as the amount of antioxidant needed to decrease
he initial DPPH• concentration by 50% (see Fig. 2). The time
eeded to reach the steady state at EC50 concentration (TEC50)
as also calculated graphically. Both factors can be combined

n the anti-radical efficiency parameter (AE = 1/EC50 × TEC50).
The total stoichiometry of the reaction was calculated

mploying the formula:

= A0 − Af

ε
c0l (2)

here c0 is the initial concentration of phenolic compound
M); A0 the absorbance at 515 nm of the radical at t = 0; Af the
bsorbance at 515 nm of the radical at steady state; ε the molar
xtinction coefficient for DPPH• radical (M−1 cm−1) and l is
he optical path of cuvette (cm).
As the molar extinction coefficient of DPPH• depends
n the solvent [19,22], ε was estimated under our working
onditions. A calibration curve was obtained measuring the
bsorbance at 515 nm at different DPPH• concentrations using
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Compounds can be characterized by their antioxidant sto-
ichiometry, which means the number of oxidant molecules
reduced by one molecule of antioxidant [24] and can be calcu-
lated by using Eq. (2). Values obtained are shown in Table 1 and

Table 1
Total stoichiometric values n of phenolic compounds classified by chemical
structure

Compound ntot1
a ntot2

b Number of –OH
groups available

Phenolic acids
Gallic acid 5.6 ± 0.2 6.1 ± 0.2 3
Protocatechuic acid 2.8 ± 0.1 2.8 ± 0.4 2
Gentisic acid 3.5 ± 0.4 4.1 ± 0.3 2
Siringic acid 2.7 ± 0.0 2.5 ± 0.4 1
Caffeic acid 2.3 ± 0.1 2.6 ± 0.4 2
Caftaric acid 1.6 ± 0.0 1.5 ± 0.7 2
Ferulic acid 1.3 ± 0.0 1.3 ± 0.8 1
ig. 1. Reaction curves between 63 �M DPPH• and different solutions of phe-
olic compounds: (a) caffeic acid; (b) (+)-catechin. 0.1 mL of each solution were
dded to 3.9 mL of DPPH radical.

he same reaction medium composed of methanol, ethanol and
ouble distilled water in the right proportions. This gave an

= 11 563 M−1 cm−1.

Analysis of variance and linear correlations tests were per-
ormed using the STATISTICA’99® version software package.

ig. 2. Calculations of EC50 value of (+)-catechin towards DPPH• free radical.

F

F

S

A
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. Results and discussion

The experiments were performed in an excess of DPPH•
adical (DPPH•-antioxidant molar ratios ranging from 1.3 to
1) in order to exhaust the H-donating capacity of polyphenols.
he final concentration of DPPH• in the cuvette was 0.063 mM,
hile the phenols were added in the range 0.011–0.0048 mM

f.c.). These phenolic concentrations were selected from the lin-
ar interval of the dose–response curve [23].

For most of the compounds tested, the reaction is biphasic,
ith a fast decay in absorbance in the first minutes, followed by
slower step in which degradation products are involved, until

quilibrium is reached (Fig. 1).
It is interesting to note that some phenolic compounds did

ot react against DPPH• radical, such as vanillic acid and its
ldehyde vanillin, siringaldehyde, p-hydroxybenzaldehyde, p-
oumaric acid, tyrosol and the stilbenes piceid and pterostilbene.

.1. Stoichiometry of reaction
lavan-3-ols
(+)-Catechin 4.5 ± 0.3 5.1 ± 0.2 5
(−)-Epicatechin 6.6 ± 0.7 6.8 ± 0.2 5
(−)-Epigallocatechin 5.4 ± 0.4 6.1 ± 0.2 6
(−)-Epicatechin gallate 7.3 ± 0.6 7.4 ± 0.1 7
(−)-Epigallocatechin gallate 7.9 ± 0.9 8.7 ± 0.1 8
Procyanidin B1 7.6 ± 2.3 9.8 ± 0.1 10
Procyanidin B2 7.4 ± 1.6 9.1 ± 0.1 10

lavonols
Kaempferol 1.8 ± 0.1 1.6 ± 0.6 4
Quercetin 5.2 ± 0.5 5.7 ± 0.2 5
Myricetin 7.6 ± 0.9 8.6 ± 0.1 6
Morin 1.8 ± 0.0 1.9 ± 0.5 5
Rutin 5.8 ± 0.2 5.8 ± 0.2 4

tilbenes
Resveratrol 1.0 ± 0.0 1.0 ± 0.1 3

ntioxidants of reference
Ascorbic acid 2.3 ± 0.2 2.6 ± 0.4 2
Trolox 2.0 ± 0.4 2.2 ± 0.5 1

a Calculated as n = (A0 − Af)/εc0l.
b Calculated as n = 1/(EC50 × 2).
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hey are determined by the structure of the antioxidant and the
eaction mechanism. The number of hydroxyl groups available
nd the reaction products such as dimers or quinones, capable
f further reacting with DPPH• radical, influence the stoichiom-
try by increasing it. At this point, it is interesting to indicate
hat different stoichiometric values have been reported and their

eaning must be carefully examined.
Total stoichiometry can be determined from the overall ampli-

ude of the reaction, while kinetic stoichiometry is established
rom the curve fitting of the kinetic traces featuring the decay of
bsorbance during the first part of the reaction, according to a
imple model in which the antioxidant is a source of n H atoms
hat are transferred to DPPH• free radical. This kinetic stoi-
hiometry has also been defined as stoichiometric factor [22].
his implies that, in the total stoichiometry, reaction products
ay contribute in the n-value, while in the kinetic stoichiometry

o not. For compounds with a fast reaction kinetics, implica-
ion of reaction products is minor, and both values are almost
dentical.

On the other hand, n values can be obtained by different
orms. Some authors have obtained the stoichiometry by mul-
iplying the EC50 of each antioxidant by 2, which gives the
heoretical efficient concentration of each antioxidant needed
o reduce 100% of the DPPH•. Their inverse values represent
he number of DPPH• moles reduced by 1 mol of antioxidant
7]. In our experiments we obtained total stoichiometric values
f the reaction by both manners and, as can be seen in Table 1,
alues are quite similar. The figures confirm the implication of
ore than one step in the process.
Particularly, total stoichiometric values observed for (+)-

atechin and (−)-epicatechin (4.5 and 5.1) where higher than
hose reported by Goupy et al. [19] (3.4 and 3.6), who exam-
ned the behaviour of flavanols with a final time point of 15 min.
nder our working conditions, steady state is achieved later and

his affects the total stoichiometric values obtained. The high-
st values observed were those of procyanidin B1 and B2 (9.8
nd 9.1), nearly followed by that of (−)-epigallocatechin gallate
8.7). Procyanidins display stoichiometries higher than the cor-
esponding monomers. In flavan-3-ol family n values coincide
ith the number of hydroxyl groups available. Flavonols show
different behaviour. Those with only one hydroxyl group on

he B ring have a low n, as it occurs with kaempferol and morin.
nstead, myricetin possess a high ntot (8.6).

It can be observed that structures possessing hydroxyl groups
n ortho position have a higher n-value. Gallic acid has three –OH
roups in the B ring and the n-value is 6. Phenolic compounds
hat possess a similar structure as gallic acid also demonstrate
igh activity, as (−)-epigallocatechin gallate or myricetin. A
ossible explanation is the hydrogen bonds formed inside the
henol molecule between hydroxyl groups next to each other.
hese interactions are stronger than those with solvent and sta-
ilize the phenolic structure.

Medium is an important factor influencing the reaction of

olyphenols with DPPH• and this makes difficult to compare
esults in the bibliography. The alcohol molecule can regenerate
he catechol structure of the phenol by a nucleophilic attack
o the corresponding o-quinones, which can transfer additional

s
i
i
a
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atoms to DPPH• [24]. This mechanism accounts well for
he higher scavenging activity of compounds towards DPPH•
adical in the presence of protic solvents, such as methanol,
ompared acetonitrile [25] or ethyl acetate [21].

In the present paper, a mixture of methanol, ethanol and water
as used as reaction medium, most of it being methanol (see
ection 2). In conclusion, when evaluating the stoichiometry of

he reaction, time point of measurement and solvent effects must
e considered.

.2. Study of the fast initiate step of DPPH• and
olyphenols reaction

Nitrogen centered radicals such as DPPH• react with phenols
ArOH) via two different mechanisms: (i) a direct abstraction of
henol H-atom (HAT reactions) and (ii) an electron transfer pro-
ess from ArOH or its phenoxide anion (ArO−) to DPPH• (ET
eactions) [22].The contribution of one or the other pathway
epends on the nature of the solvent and/or the redox poten-
ials of the species involved. Generally in apolar solvents the
AT mechanism is predominant, but in polar solvents such as
ethanol or ethanol, capable of forming strong hydrogen bonds
ith the ArOH molecules, the ET mechanism becomes impor-

ant. One can see in Fig. 1 that the absorbance versus time plots
how a fast initial decrease of the DPPH• absorbance followed
y a slow subsequent disappearance of DPPH•. The initial tract
as attributed to reactions (i) and (ii)

rOH + DPPH• → ArO• + H-DPPH (i)

rO• + DPPH• → products (ii)

hile the subsequent decay was attributed to secondary slow
eactions from the products of dimerization (or disproportion-
tion) of ArO• or from the products of reaction (ii). From the
ecrease of absorbance versus time in the first seconds of the
eactions information about the rate constants of reaction (i) can
e acquired. The rate of reaction (i) was defined as

d[DPPH•]

dt
= nk1[DPPH•][ArOH] (3)

here n is the stoichiometric factor of ArOH. In order to calcu-
ate k1, the absorbance changes observed for reagents concen-
rations equal o close to 63 and 6.6 �M for DPPH• and phenols,
espectively, in the reaction medium were considered. Under
hese working conditions, the DPPH• concentration was in large
nough excess in respect to that of phenols as to be under pseudo-
rst-order conditions and, therefore, one can write:

nA = lnA0 − k1t (4)

ere A represents the DPPH• absorbance, t the time and A0
he DPPH• absorbance at t = 0. k1 values were calculated from
he slopes of ln A versus time plots (see Eq. (4)) and by con-

idering the average value of the stoichiometric factors listed
n Table 1, which are summarized in Table 2. It is interest-
ng to note that the values corresponding to caffeic and ferulic
cids are in agreement with those obtained by Foti et al. [22].
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Table 2
Rate constants, k1 (M−1 s−1), and stoichiometric factors n, for the reactions of
63 �M DPPH• with 6.6 �M of phenolic compounds at 25 ◦C

Compound k1 (M−1 s−1) n

Phenolic acids
Gallic acid 519 5.5
Protocatechuic acid 95 2.8
Gentisic acid 459 3.7
Siringic acid 204 2.6
Caffeic acid 532 2.4
Caftaric acid 750 1.6
Ferulic acid 118 1.3

Flavan-3-ols
(+)-Catechin 229 4.8
(−)-Epicatechin 297 6.7
(−)-Epigallocatechin 616 5.7
(−)-Epicatechin gallate 455 7.3
(−)-Epigallocatechin gallate 428 8.3
Procyanidin B1 104 8.7
Procyanidin B2 314 8.2

Flavonols
Kaempferol 715 1.7
Quercetin 264 5.5
Myricetin 314 8.1
Morin 500 1.8
Rutin 266 5.8

Other antioxidants
Resveratrol 138 1.0
Ascorbic acid 330 2.4
Trolox 306 2.1

n is the mean value of n1 and n2 (Table 1). K1 = Kobs/n.
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Table 3
Radical scavenging parameters of phenolic compounds: EC50, TEC50 and antioxidan

Compound EC50 (10−6 M) Time

Phenolic acids
Gallic acid 5.1 ± 0.1 20–75
Protocatechuic acid 11.1 ± 0.0 50–60
Gentisic acid 7.6 ± 0.2 30–50
Siringic acid 12.3 ± 0.0 40–60
Caffeic acid 12.1 ± 0.2 3–45
Caftaric acid 20.4 ± 0.4 5–15
Ferulic acid 24.7 ± 0.4 40–70

Flavan-3-ols
(+)-Catechin 6.0 ± 0.2 55–14
(−)-Epicatechin 4.5 ± 0.2 40–15
(−)-Epigallocatechin 5.1 ± 0.1 60–11
(−)-Epicatechin gallate 4.2 ± 0.1 6–61
(−)-Epigallocatechin gallate 3.6 ± 0.0 7–12
Procyanidin B1 3.2 ± 0.0 12–60
Procyanidin B2 3.4 ± 0.4 8–60

Flavonols
Kaempferol 18.8 ± 0.0 5–10
Quercetin 5.5 ± 0.0 15–60
Myricetin 3.6 ± 0.1 30–90
Morin 16.5 ± 0.4 8–40
Rutin 5.3 ± 0.1 35–70

Other compounds
Resveratrol 31.4 ± 0.3 20–75
Ascorbic acid 11.8 ± 0.2 1–3
Trolox 14.1 ± 0.0 5–10
71 (2007) 230–235

onetheless, taking into account the complexity of the reac-
ions studied and the differences in the stoichiometric factors
eported in the literature for the same phenolic compounds, k1
alues listed in Table 2 have to be considered as approximated.
rom these values, it can be supposed that gallic acid and caffeic
cid have the same rate of reaction towards DPPH• free radi-
al. Instead, it must be considered n values of each compound
5.5 and 2.4, respectively). k1 constants refer to the rate of reac-
ion of each –OH group on each molecule towards DPPH•. So,
he kobs for gallic acid is two-fold higher than that of caffeic
cid.

.3. EC50

EC50 is inversely related to the antioxidant capacity of a
ompound, as it expresses the amount of antioxidant needed
o decrease the radical concentration by 50%. The lower EC50,
he higher the antioxidant activity of a compound is. An example
f calculation can be seen in Fig. 2. As can be seen in Table 3,
C50 values are extremely diverse, being the procyanidins B1
nd B2 the most potent scavenging compounds and resveratrol
he less one. Chemical structure of flavan-3-ol family shows
enerally a good antioxidant response towards DPPH• radical.
henolic acids have the same order of reactivity as reported

y literature [7]: gallic acid (5.05 × 10−6 M) < gentisic acid
7.61 × 10−6 M) < caffeic acid (12.12 × 10−6 M) < ferulic acid
24.69 × 10−6 M). In the case of caffeic acid, values obtained
re in accordance with some authors [26].

t efficacy AE values

(min) of steady state TEC50 (min) AE (×10−3)

53 ± 2 3.7 ± 0.2
59 ± 0 1.5 ± 0.0
41 ± 2 3.3 ± 0.2
56 ± 1 1.4 ± 0.0
35 ± 5 2.4 ± 0.4
11 ± 0 4.3 ± 0.0
53 ± 0 0.8 ± 0.0

0 120 ± 2 1.4 ± 0.0
5 180 ± 0 1.2 ± 0.1
0 95 ± 1 2.1 ± 0.1

60 ± 0 4.0 ± 0.0
0 67 ± 1 4.2 ± 0.1

50 ± 2 6.4 ± 0.2
44 ± 3 6.8 ± 1.3

6.0 ± 0.1 8.9 ± 0.1
66 ± 5 2.8 ± 0.2
67 ± 1 4.2 ± 0.2
24 ± 1 2.5 ± 0.1
52 ± 1 3.6 ± 0.1

50 ± 1 0.5 ± 0.0
1.0 ± 0.0 28.4 ± 0.5
6.0 ± 0.2 10.9 ± 0.1
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.4. TEC50

Some compounds react in a fast manner with DPPH•, exam-
les are ascorbic acid, kaempferol, caftaric acid and Trolox.
owever, for most of the compounds tested, reactions are quite

low and complex mechanisms are involved. This makes advis-
ble to select the equilibrium state as time of measure, which
nsures that reaction does not progress further. Time at equi-
ibrium state depends on the reactivity of antioxidants and the
oncentrations used. So, for comparison purposes, it has been
efined the TEC50 parameter, as the time at equilibrium reached
ith a concentration of antioxidant equal to EC50.
(+)-Catechin and (−)-epicatechin are the phenolic com-

ounds that need more time to react, 120 and 180 min, respec-
ively (Table 3). In contrast, caftaric and caffeic acids are the
henolic acids that react more rapidly, as the ascorbic acid. This
ehaviour has also been reported by other authors [20,27].

Times of reaction for flavonols differ greatly from one to
nother. TEC50 for kaempferol is only 6 min, while myricetin
eeds 66 min to decrease radical concentration by 50%.

.5. Antioxidant efficacy

As previously seen, DPPH method permits to evaluate not
nly the electron- or hydrogen atom-donating properties of
ntioxidants, but also the rate of their reaction towards the free
adicals. In this sense, a new parameter has been defined, the
ntioxidant Efficacy (AE), which comprises these two aspects

n order to characterize easily the behaviour of a substance as
ntioxidant. In Table 3 we can observe that compounds such
s kaempferol, with an EC50 value of 18.81 × 10−6 M, could
e considered as an antioxidant with low relevance, but instead
hows the highest AE value (8.92 × 10−3) of the phenolic com-
ounds tested, due to its fast rate of reaction (Table 2). This
haracteristic is of great importance in biological systems, as
ree radicals have very short half-lives [28]. It is followed, in
rder of magnitude, by procyanidins B1 and B2. In contrast, fer-
lic acid and resveratrol show the lowest AE values. Gallic acid
eems to play a key role in antioxidant activity of gallate esters of
avanols, as it increases their antioxidant efficacy four-fold com-
ared to their respective free aglicon forms. EC50 values of gallic
cid and (−)-epicatechin are quite similar, however gallic acid
hows a TEC50 almost four-fold lower than (−)-epicatechin,
hich confers it a higher AE.

. Conclusions

Polyphenolic compounds have shown a different behaviour
owards DPPH• free radical, both in terms of capacity and rate of
cavenging. The highest stoichiometric values found were those
f flavan-3-ol family, especially in the case of procyanidins B1

nd B2, due to the number of hydroxyl groups available. Gallic
cid-like structures seem to be important for efficacy towards
PPH• radical. Rates of reaction must be compared taking into

ccount n values. EC50 and TEC50 values greatly differ between

[
[

[

71 (2007) 230–235 235

olyphenolic compounds and, in this sense, antioxidant efficacy
eems to be a more appropriate parameter to better define a
ompound as good antioxidant.
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bstract

A novel one-step approach to glassy carbon nanoelectrode ensembles (NEEs) with the pores of 20–120 nm in radii has been developed using
n amphiphilic block copolymer [polystyrene-block-poly (acrylic acid)] self-assembly. This procedure is simple and fast, and requires only
onventional, inexpensive electrochemical instrumentation. Electrochemical methods were used to characterize the NEEs prepared using this new
rocedure. The NEEs drastically suppressed the response of ascorbic acid (AA) and resolved the overlapping voltammetric response of uric acid

UA) and AA into two well-defined peaks with a large anodic peak difference (�Epa) of about 310 mV. The peak current obtained from differential
ulse voltammetry (DPV) was linearly dependent on the UA concentration in the range of 0.25–50 �M at neutral pH (PBS, pH 6.86) with a correlation
oefficient of 0.999, and the detection limit was 0.04 �M (S/N = 3). The NEEs has also been demonstrated to be applicable in the detection of UA in
erum and urine samples with excellent sensitivity and selectivity. The NEEs will hopefully be of good application for further sensor development.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Ultrasmall electrodes offer a number of advantages when
mployed in electrochemical studies and applications [1–4].
owever, an obvious challenge to successful exploration of the

bove benefits of individual nanoscale electrodes is their fabrica-
ion and handling; another is that single nanoelectrode generates
ow current, which is hardly detectable with the conventional
lectrochemical technique. This instrumentation problem can
e circumvented by the use of nanoelectrode arrays or ensem-
les, whereby the individual electrodes in the array operate in
arallel thus amplifying the signal while retaining the beneficial

haracteristics of the nanoelectrodes [5,6].

Martin and co-workers have prepared disk arrays by
he electrodeposition of metals within the micrometre- and

∗ Corresponding author. Tel.: +86 514 7975587; fax: +86 514 7975244.
∗∗ Co-corresponding author.

E-mail addresses: yzswcy@yzcn.net (C. Wang), xyhu@yzu.edu.cn (X. Hu).

A
r

a
m
r
o
a

039-9140/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2006.03.055
ric acid; Ascorbic acid

ub-micrometre-sized pores of polycarbonate porous mem-
ranes, referred to the template synthesis method [7,8]. Other
pproaches are based on exploiting as NEEs the defects gen-
rated in self-assembled monolayers [9–11]. The fabrication
f NEEs with carbon-nanotubes (CNTs) offers opportunities
or exploration of analytical/sensor applications in a number
f areas [12,13]. Recently, Jeoung et al. who used the planar
lectrode coated with insulator approach, used block copoly-
er polystyrene (PS)/polymethylmethacrylate (PMMA) self-

ssembly to produce ordered arrays of pores on the electrode
urface under an electric field and UV treatment [14]. How-
ver, this approach is complex, multiplex and time-consuming.

reliable method to mass-produce well-controlled NEEs at a
easonable cost is still lacking [15].

Uric acid (UA) measurements in human physiological fluids
re used in the diagnosis and treatment of numerous renal and

etabolic disorders, including renal failure, gout, leukemia, pso-

iasis, starvation, or other wasting conditions and in the treatment
f patients receiving cytotoxic drugs. Enzyme-based methods
re useful due to their high selectivity [16]. But these methods
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cheme 1. Structure of PS-b-PAA, x and y are respectively the numbers of PS
lock and PAA block.

nherently lack stability and are very expensive and can only
chieve a relative high detection limit of about 1 mM [17]. UA
an be determined with electrochemical methods because of its
lectrochemical activity. However, one of the major problems
requently encountered in the electrochemical detection of UA
s the serious interference caused by AA, which exists in body
uids in relatively high concentrations. Several approaches,
ased on polymer-modified electrodes [18], Nafion-modified
lectrodes [19], nanomaterial-modified electrodes [20] and self-
ssembled monolayers [21] have been made to eliminate AA
nterference for the determination of UA. All these electrochem-
cal sensors use the concept of charge-based repulsion to achieve
electivity. The drawback associated with this method is that it
s restricted to a pH range of 4.2–5.4. Both UA and AA exist
s anions beyond pH 5.4 in the alkaline range (pKa of AA and
A are 4.17 and 5.4, respectively). Hence, it is necessary to
evelop a method for the selective determination of UA in the
resence of AA at neutral pH. By now, there were very few liter-
tures reported to detect UA at neutral pH, such as an exfoliated
raphite electrode [22].

In this paper, we firstly described a simple, facile, one-step
pproach to fabricate nanoelectrode ensembles formed by con-
rolled nanopores polymeric thin film of an amphiphilic diblock
opolymer, polystyrene-block-poly (acrylic acid) (PS-b-PAA,
cheme 1), on a glassy carbon electrode. The NEEs was applied

o the voltammetric selective and sensitive detection of UA
n the presence of high concentration of AA, owing to UA
eak adsorption and fast electrochemical kinetics under the
igh mass transport and radial diffusion at the NEEs and in
heir specific micro-environment of the nanopores. The findings
howed that the NEEs drastically suppressed the response of
A and resolved the overlapping voltammetric response of UA

nd AA into two well-defined peaks with a large anodic peak
ifference.

. Experimental

.1. Apparatus

Cyclic voltammetry (CV) and differential pulse voltam-
etry (DPV) experiments were carried out at CHI 660B

lectrochemical workstation (Chenhua Instruments, China).

EM images were obtained from XL-30E scanning electron
icroscopy (Philips, The Netherlands). Enzyme coupling col-

rimetric experiment was preformed on an auto clinical chem-
cal analyzer (Human Autohumalzer 900s plus, Germany). All

o
w
o
b
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lectrochemical experiments employed a conventional three-
lectrode system with a PS-b-PAA coated glassy carbon elec-
rode (3.0 mm in diameter) as working electrode, a platinum wire
s auxiliary electrode and a saturated calomel electrode (SCE)
s reference electrode. All the potentials reported in this paper
ere referenced to the SCE. All the experiments were carried
ut at 25 ◦C.

.2. Chemicals and solutions

Uric acid was purchased from Sigma (the USA). Ascorbic
cid was obtained from Chemical Reagent Company of Shang-
ai (Shanghai, China). PS-b-PAA was obtained from Rohm
nd Hass Electronic Materials Company (Shanghai Branch,
he block ratio of PS to PAA is 2:1, molecular weight is
2,500 g mol−1). They were used as received without further
urification. All the other reagents used were of analytical grade.
oubly distilled water was obtained by purification through a
illipore water system and was used throughout. UA and AA
ere prepared with doubly distilled water immediately prior

o each experiment. 0.10 M phosphate buffer solution (PBS)
t various pH values was used as a kind of supporting elec-
rolytes for the determination of UA and AA. UA KIT (KEHUA
ONGLING® 20051122) was obtained from Shanghai KEHUA
ONGLING® Diagnostic products Co., Ltd. Uric Acid Stan-
ard (Human® LOT 098B) and Quality control serum for clin-
cal chemistry (SERODOS® LOT 6869A) were obtained from
uman GmbH, Germany.

.3. Fabrication of the NEEs

The glassy carbon electrode was polished before each exper-
ment with 1, 0.3 and 0.05 �m �-alumina powder, respectively,
insed thoroughly with doubly distilled water between each pol-
shing step, sonicated in 1:1 nitric acid, acetone and doubly
istilled water successively. Finally, it was dried with a stream
f high-purity nitrogen immediately before use. PS-b-PAA was
issolved in tetrahydrofuran (THF), with a typical concentration
n solution 0.1% by weight. A drop of PS-b-PAA/THF solution
as spin-cast onto the polished glassy carbon electrode surface

n a humid atmosphere (about 50% r.h.) with air flow across the
urface. After several seconds the whole surface of the electrode
as covered with translucent layer. The SEM images (Fig. 1(A

nd B)) show that the thin film consists of a 1 �m thick film with
he pores of about 20–120 nm in radii.

. Results and discussions

.1. Mechanism and control of fabrication of the polymer
lm

Francois et al. firstly discovered that regular porous films
ere obtained, without the use of a template, when a solution

f CS2 and polystyrene-block-polyparaphenylene (PS-b-PPP)
as cast under humid conditions [23]. The formation process
f this ordered morphology and its formation mechanisms have
een widely investigated. The mechanism of formation of this
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Fig. 2. Cyclic voltammograms of the NEEs in the solution of 6 mM K3Fe(CN)6
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ig. 1. SEM images of PS-b-PAA nanopores ((A) top view and (B) side view
n a microscope slide).

ew regular morphology involves a combination of complicated
hermodynamics and transport phenomena [24]. After placing

drop of PS-b-PAA/THF solution on the substrate, the THF
tarts to evaporate. This leads to a decrease in solution tem-
erature, and water droplets start to condense onto the solution
urface. The stabilized water droplets will self-organize into a
ores array before the polymer precipitates around them. The
recipitation of the polymer at the solution–water interface pre-
ents droplet coagulation. When the solvent and water have
vaporated, an ordered pores packed polymeric structure will
emain. The water droplets act as a sacrificial template for the
rdered film [25]. The pore size can be tailored by chang-
ng the rate of the applied air flow, concentration of the cast
olution, and humidity [26]. When the surface is completely
overed with water droplets, the temperature difference between
he surface and the droplets eventually dissipates, and if the
roplets are denser than the solvent, they sink into the solu-
ion. When a solvent less dense than water is used, such as
HF, the pores array propagates through the film. In the above
entioned example, the essential characteristics of the pores

tructure, such as film thickness, distance between the pores,

nd pore diameter, can be controlled by concentration of the
olymer in the casting solution and humidity. Higher concen-
rations lead to larger pores and thicker film, whereas higher
umidity leads to larger pore diameters. In general, a porous

A
b
s
p

nd 1 M KNO3 at different scan rates: (a) red line, 5, (b) 10, (c) 20, (d) 50, and (e)
00 mV s−1. (For interpretation of the references to color in this figure legend,
he reader is referred to the web version of the article.)

tructure with pore diameters of 200 nm ∼1 �m and a film
hickness of 800 nm ∼5 �m can be prepared. We attempted to
repare ordered pore morphology from PS-b-PAA in toluene
olvents under other identical conditions but it was still unsuc-
essful.

Fig. 2 showed the cyclic voltammograms (CVs) of a PS-b-
AA coated the glassy carbon electrode in a solution contain-
ng 6 mM K3Fe(CN)6 and 1 M KNO3. The redox current of
e(CN)6

3−/Fe(CN)6
4− was observed when a PS-b-PAA coated

he glassy carbon electrode was used. A peak-shaped wave-
orm was observed at the scan rate of 50 mV s−1 (Fig. 2(d)),
hich indicated that the redox reaction of potassium ferricyanide

K3Fe(CN)6) was controlled by a linear diffusion under this
ondition. And the waveform can be attributed to the planar
iffusion through each PS-b-PAA nanopores to the electrode
urface. When the scan rate of CV decreased, the shape of the
urves began to change. At the lower scan rate such as 5 mV s−1

Fig. 2(a)), the CV became sigmoidal with the characterization of
n ultramicroelectrode, which indicated that the redox reaction
f Fe(CN)6

3−/Fe(CN)6
4− was controlled by a radial diffusion

27].

.2. Cyclic voltammetric behavior of UA and AA at the
EEs

It is widely known that carbon-based electrodes are suit-
ble substrates for exploring the adsorption properties of various
ompounds. The adsorption of UA on carbon-based electrodes
as been reported earlier [22,28,29] and has been explained
o be due to hydrogen bonding. The cyclic voltammograms of
.50 mM UA and 1 mM AA at the bare glassy carbon electrode
Fig. 3(A)) showed that the voltammetric response of UA and

A was overlapped. The direct redox of the two substances at
are electrodes takes place at very similar potentials and often
uffers from a pronounced fouling effect, which results in rather
oor selectivity and reproducibility [30].
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Fig. 3. Cyclic voltammograms of 1 mM AA (black line) and 0.5 mM UA (red
line) on the glassy carbon electrode (A) and 1 mM AA (black line) and 0.05 mM
U
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A (red line) at the NEEs (B) in 0.10 M PBS (pH 6.86). Scan rate: 50 mV s−1.
For interpretation of the references to color in this figure legend, the reader is
eferred to the web version of the article.)

From the cyclic voltammograms of the NEEs in 0.10 M PBS
pH 6.86), we found no redox peak in the potential range from
0.20 to 1.20 V. Thus, the NEEs provided a broad potential win-

ow to investigate the voltammetric behavior of UA and AA.
ig. 3(B) showed the cyclic voltammetric behavior of 0.05 mM
A and 1 mM AA at the NEEs in 0.10 M PBS (pH 6.86).
t the bare glassy carbon electrode, UA showed irreversible

lectrochemical behavior with �Ep, the difference between the
nodic peak potential (Epa) and the cathodic peak potential
Epc), 137 mV at a scan rate of 50 mV s−1. However, under the
ame condition, a pair of well-defined redox waves of UA was
bserved at the NEEs with �Ep of 37 mV, thus the reversibility
f UA redox at the NEEs was significantly improved. The oxida-
ion peak of AA was broad and irreversible at about +0.282 V at
he bare glassy carbon electrode. In contrast, the peak potential
hifted negatively to +0.009 V at the NEEs. One possible rea-
on why the NEEs effectively suppressed the response of AA

s that the UA weakly adsorbs on the NEEs and undergoes a
ast electron transfer reaction, ks = 54 s−1 [31]. And the voltam-
ogram of UA (relatively fast electron transfer reaction) in the

resence of AA (relatively slow electron transfer reaction) can

d
8
s
A
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e resolved because of the kinetic differences in the response of
he two substances [31–33]. Another possible reason is assigned
o the carboxylic functional groups in the micropores. The car-
oxylic functional groups were introduced into walls of the
ores during the fabrication of the NEEs. It is well-known that
symmetric, amphiphilic diblock copolymers can self-assemble
o form aggregates in selective solvents [34]. The PS-b-PAA
mphiphilic block copolymer has a hydrophobic PS block and
hydrophilic PAA block. These amphiphilic block copolymer
olecules form micelles with a hydrophilic core (PAA) and a

ydrophobic corona (PS) in the low polar media (THF), while
ggregates with the opposite composition are present in sol-
ents of high polarity (water). When water droplets condense
nto the solution surface after THF evaporates, there is a pro-
ess of phase inversion because PS-b-PAA contacts with the
olar phase and the hydrophilic blocks remain extended to the
alls of the pores. Therefore, the pores of the NEEs were inside

ull of carboxylic functional groups –COO− (pKa of PAA = 4.75
35]). These functional groups can participate in charge-based
nteractions depending on the neutral pH of the electrolyte. And
ne possible chemical interaction could be the hydrogen bond-
ng between the more acidic –H of the UA and the carboxyl
roup present in the nanopores [19].

The scan rate dependence on peak currents in the mixture of
.05 mM UA and 0.5 mM AA was also studied at the NEEs. As
he scan rate increased, the anodic peak current of UA increased
nd the anodic peak potential shifted slightly in the positive
irection. A good linearity between the anodic peak current
ipa) of UA and the square root of scan rate (v1/2) was obtained
ver the range of 50–1000 mV s−1, which demonstrated that
he electrode reaction of UA was a diffusion-controlled process
36]. More evidences for the diffusion behavior of UA were
emonstrated by the following experiments: when the NEEs
as transferred into the 0.10 M PBS containing no UA after
eing used in the mixture of UA and AA, no peak signals were
bserved at all.

.3. Effect of pH on the voltammetric response of UA and
A at the NEEs

The pH value of the base solution has a significant influence
n the oxidation of UA and AA at the NEEs, by altering both
he peak current and the peak potential. The effect of pH of the
ase solution on the peak current and potential was examined by
ecording differential pulse voltammograms (DPV) of UA and
A binary mixture in a series of PBS buffers of varying pH in

he range of 1.3–13. The results were shown in Fig. 4. In general,
oth analytes gave higher response at more acidic solutions. For
A, there was a very interesting phenomenon. When pH varied
etween 1.3 and 5, the peak current decreased monotonically.
ut when pH was higher than 5, the peak response increased,
nd when pH was up to 7, it then sharply decreased. The similar
H response pattern was observed for AA. The peak current

ecreased monotonically between 1 and 8. When pH passed
, it remained ascending, and when pH was up to 11, it then
harply decreased. If we calculated a relative ratio of the UA to
A currents as a function of pH, it exhibited a maximum around
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Fig. 4. Effect of pH on DPV peak current (A) and potential (B) of 10 �M UA
a
p

n
a

e
s
s
c
w
i
t
M
i
r
e
i
e
o
t
f
w
e

w
c
t

3
p

o
p
s
o
t
a
t
t
s
w
r
T
m
t

3

0
1
a
i
(
w
fi
5
w
N

3

t
m
t
A
e
t
o
t
s
B
t
m
t
pH 6.86 PBS and cycling its potential between −0.3 and 0.8 V
nd 0.5 mM AA on the NEEs. DPV was recorded with scan rate of 5 mV s−1,
ulse amplitude of 50 mV, pulse width of 50 s and pulse period of 200 ms.

eutral pH. This was a very important factor for the real sample
nalysis which must be performed at physiological pH.

In many cases, the reported ip–pH dependencies were
xplained in terms of electrostatic interaction between ionic
olution analytes and ionizable surface groups [18,37]. Hence,
ome gradual changes in peak currents were apparent at pHs
lose to characteristic pKa values [37,38]. However, such effects
ere not apparent for the electrode studied in this work, which

ndicated that the interactions between the analyte and the elec-
rode were different from those of electrostatic nature. And

ilczarek and Ciszewski have also discovered above interest-
ng phenomenon [37]. One possible reason is that the redox
eactions of UA and AA take place in the different micro-
nvironment in the presence of the carboxylic functional groups
n the nanopores which affected the pH on the surface of the
lectrode. Fig. 4(B) showed that the oxidation peak potentials
f UA and AA were linearly dependent on pH and the Epa of
hem shifted to less positive potentials with the increasing pH

rom 1.3 to 13. And for UA, the slope of the Ep–pH dependence
as −58.7 mV pH−1, which indicated that the total number of

lectrons and protons involved in the UA oxidation mechanism

a
h
t

1 (2007) 178–185

as the same. As the oxidation of UA was a two-electron pro-
ess, the number of protons involved was also predicted to be
wo [39].

.4. Effect of accumulation time and accumulation
otential on the voltammetric response of UA

The effect of accumulation potential and accumulation time
n the DPV response for UA was studied. The accumulation step
roceeded in constantly stirred solution and the voltage scanning
tep was performed after 60 s of quiet time. The peak current
f UA increased very rapidly with the increasing accumulation
ime, which indicated that UA at the NEEs surface was rapid
dsorption. After 5 min, further increase in the accumulation
ime did not increase the amount of UA on the electrode owing
o surface saturation and the peak current remained almost con-
tant. So, 5 min was selected as the accumulation time in this
ork. The effect of accumulation potential on the peak cur-

ent of UA during the accumulation process was also examined.
he peak current of UA was the highest at −0.2 V as the accu-
ulation potential. An accumulation potential of −0.2 V was

herefore chosen in all the subsequent work.

.5. Calibration curve and detection limit

Fig. 5 showed the DPV responses of UA at the NEEs in
.10 M PBS (pH 6.86) with different concentrations varied from
.5 to 60 �M. Under the optimum detection conditions, the
nodic peak currents were proportional to UA concentrations
n the range of 0.25–50 �M with the detection limit of 0.04 �M
three times the ratio of signal to noise). The linear equation
as ip (�A) = 0.0188c (�M) + 0.0122 with the correlation coef-
cient of 0.999. When the concentration of UA was higher than
0 �M, the current response decreased gradually and a plateau
as observed, it was attributed to the saturation of UA at the
EEs.

.6. Reproducibility

The lifetime of the NEEs was examined, and it demonstrated
hat the NEEs retained 95.2% of its initial response after 4

onths of storage in pH 6.86 PBS. The lifetime of the elec-
rode using serum samples was also investigated by experiment.
fter detecting the levels of UA in every five serum samples, the

lectrode was washed in pH 6.86 PBS under stirring and then
ransferred into a standard solution of 10 �M UA to record its
xidation peak current. The average current was 0.198 �A with
he relative standard deviation (R.S.D.) of 1.85% (n = 5). Such
tability seemed to be acceptable for most practical applications.
ecause of the pores structure, UA and AA could easily pene-

rate into the interfacial layer that would affect the subsequent
easurements. But it was found that the renewal of the elec-

rode surface was easily accomplished by soaking the NEEs in
bout 10 cycles under stirring. A quality control chart (X-chart)
as been constructed. Fig. 6 showed the X-chart for the data of
he anodic peak current of 10 �M UA applying the proposed
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Table 1
The influence of the potential interferents on the voltammetric response of 5 �M
UA

Interferent Concentration (mM) Signal change
(iUA = 100%) (%)

AA 1.00 −0.83
AA 3.00 −2.55
AA 5.00 −3.62
Urea 0.05 −2.13
Glucose 5.00 +1.67
Levulose 2.50 −1.16
Cysteine 1.00 −2.92
dl-Tyrosine 1.00 +2.25
Oxalic acid 0.10 +0.49
Caffeine 1.00 −1.74
Purine 0.10 −2.29
NaCl 5.00 +1.32
K
C
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ig. 5. (A) DPV responses of UA at the NEEs in 0.10 M PBS (pH 6.86). The
oncentration of UA: (a) 1.5, (b) 4, (c) 8, (d) 12, (e) 20, (f) 30, (g) 40, (h) 50,
nd (i) 60 �M. (B) Plot of the anodic peak current vs. the concentration of UA.

ethod, where the X-axis represented the number of analyses
hile the Y-axis represented the anodic current of UA. There was

series of 15 points over the average score and all of them fell
ithin the upper control limit (UCL) and the lower control limit

LCL), which indicated that the analysis progress was under the
tatistical control.

ig. 6. Quality control chart (X-chart) for the anodic peak current of 10 �M UA.
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NO3 5.00 −0.71
a(NO3)2 5.00 +3.43

.7. Interference

For the follow special detection in the body fluid, a few possi-
le interfering substances were examined for their influence on
he voltammetric determination of 5 �M UA. As AA is a serious
nterferent, its effect was investigated in detail previously. Other
ossible interferent substances, such as urea, glucose, levulose,
ysteine, dl-tyrosine, oxalic acid, caffeine and purine were also
xamined. The effect of some inorganic compounds, such as
aCl, KNO3, Ca(NO3)2 and so on was investigated, too. The

esults obtained were summarized in Table 1. As could be seen,
ost of these species did not interfere with the determination of
A.

.8. Detection of UA in human urine and serum samples

Three human urine samples from volunteers were determined
t the NEEs. To fit into the linear range and reduce the matrix
ffect, the urine samples were diluted 500 times with the 0.10 M
BS (pH 6.86) before analysis without further pretreatments.
tandard addition method was employed in this test. A very
harp anodic peak was observed at +0.300 V when the urine sam-
le was added into the PBS base solution. And the height of the
eak quantificationally increased after the addition of a standard
A solution, which indicated conclusively that the anodic peak
as caused by UA in the urine sample. The results obtained were

isted in Table 2. And the recovery determined by spiking the
rine samples with an amount of the standard UA solution was
anged from 97.9% to 101.3%. After multiplying by the dilution
actor, the level of UA in the practical samples was ranged from
.61 to 3.04 mM, which could be comparable with the results
btained previously by other research groups [37,40]. The deter-
ination of UA in human serum samples was also studied. The

perating process was the same as that in the determination of

A in urine samples. The results obtained were listed in Table 2.

n order to compare with the obtained results, uric acid has been
etermined in the same samples of human serum and urine by
he standard enzyme coupling colorimetric method based on a
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Table 2
Determination of UA in urine and serum samples (n = 5) with the NEEsa

Sample Urine 1 Urine 2 Urine 3 Serum 1 Serum 2 Serum 3

Detected (�M) 5.22 ± 0.10 6.07 ± 0.15 5.46 ± 0.11 15.04 ± 0.38 19.52 ± 0.54 11.95 ± 0.27
Spike (�M) 10 10 10 10 10 10
Found (�M) 15.42 ± 0.39 15.73 ± 0.49 15.24 ± 0.30 23.86 ± 0.65 30.64 ± 0.92 21.75 ± 0.53
Average recovery (%) 101.3 97.9 98.6 95.3 103.8 99.1
Total valueb (mM) 2.61 ± 0.05 3.04 ± 0.07 2.73 ± 0.07 0.301 ± 0.007 0.391 ± 0.012 0.239 ± 0.005
Enzyme coupling colorimetric

method (mM)
2.39 3.20 2.97 0.309 0.381 0.247

a The level of confidence is 95%.
b Total value was obtained by multiplying the detected value and the dilution facto

Table 3
Results obtained in the UA analysis in three certified reference materials (CRMs)

CRMs sample Number of
analysis

Measured
value (mM)

Certified
value (mM)

KEHUA
DONGLING® UA
KIT 20051122

5 0.586 ± 0.029 0.590

Human® UA Standard
LOT 098B

5 0.471 ± 0.031 0.476

SERODOS® Quality 5 0.269 ± 0.020 0.250
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[
[

control serum, LOT
6869A

ertified, clinical chemistry fully automated analyzer (Human
utohumalzer 900 s plus, Germany) in the hospital center of
angzhou University. The fully automated analyzer was oper-
ted by an analyst with well-documented inspection procedures.
he enzyme coupling colorimetric method has been regarded as
most reliable, convenient and trouble-free method for the clin-

cal determination of UA in plasma, serum or diluted urine sam-
les [41–43]. The method involves the use of 4-aminoantipyine
s a color coupler with sulphonated dichlorophenol for detection
f the hydrogen peroxide, which was produced by the uricase-
atalyzed oxidation of uric acid. The hydrogen peroxidase and
eroxidase are used for the coupling of 4-aminoantipyine and
ulphonated dichlorophenol to form a red quinoneimine dye.
he red quinoneimine dye has the maximum absorbance at
20 nm [44,45]. The change in absorbance is directly propor-
ional to the concentration of uric acid in the sample. The exper-
mental results from the proposed method are coincident with
hose obtained from the enzyme coupling colorimetric method.
dditionally, in order to properly validate the proposed proce-
ure, some commercially available certified reference materials
CRMs) were determined by the proposed method. The results
or the three CRMs were given in Table 3, indicating the mea-
ured values were in excellent agreement with the certified
alues.

. Conclusions
We firstly described a simple, facile, one-step approach to fab-
icate nanoelectrode ensembles formed by controlled nanopores
olymeric thin film of an amphiphilic diblock copolymer,
olystyrene-block-poly (acrylic acid). This procedure is simple

[
[

[

r.

nd fast, and requires only conventional, inexpensive electro-
hemical instrumentation. Electrochemical methods were used
o characterize the NEEs prepared using this new procedure. The
EEs drastically suppressed the response of AA and resolved

he overlapping voltammetric response of UA and AA into two
ell-defined peaks with a large anodic peak difference (�Epa) of

bout 310 mV. The peak current obtained from DPV was linearly
ependent on the UA concentration in the range of 0.25–50 �M
n 0.10 M PBS (pH 6.86) with a correlation coefficient of 0.999,
nd the detection limit was 0.04 �M (S/N = 3). The assay method
s simple, precise, relatively inexpensive, and rapid. The NEEs
as also been demonstrated to be applicable in the detection of
A in serum and urine samples with excellent sensitivity and

electivity. The NEEs will hopefully be of good application for
urther sensor development.
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bstract

A flow injection (FI) method is reported for the determination of thyroxine based on its enhancement of chemiluminescence (CL) from the
u(bpy)3

3+–NADH system. The calibration graph was linear over the range 2.0–10 × 10−8 mol L−1 (r2 = 0.9989) with relative standard deviations
R.S.D.) in the range 2.0–4.5% (n = 4). The limit of detection (3σ blank) was 1.0 × 10−9 mol L−1 with sample throughput of 120 h−1. The effect of
ome organic compounds, anions and cations were studied for l-thyroxine determination. The method was applied to pharmaceutical preparations

nd the results obtained were in reasonable agreement with the amount labeled. The method was statistically compared with the results obtained by
IA; no significant disagreement at 95% confidence limit was observed. A calibration graph of NADH over the range 1.3 × 10−8–1.3 × 10−6 mol L−1

as also established (r2 = 0.9992) with R.S.D. in the range1.0–3.5% (n = 4). The limit of detection (3σ) was 1.0 × 10−10 mol L−1 NADH.
2006 Elsevier B.V. All rights reserved.
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. Introduction

Thyroxine hormones (3,5,3′,5′-tetraiodothyronine, T4, &
,5,3′-triiodothyronine, T3) secreted by the pituitary gland are
ompounds of major biological role as they are critically impor-
ant for the normal development of the central nervous system
n infants, the skeletal growth and the maturation in children
s well as for the normal function of multiple organ systems
n adults. These important hormones produced by the thyroid
land are synthesized from l-tyrosine residues in thyroglobulin,
dimeric glycoprotein that constitutes the bulk of the thyroid

ollicles [1,2]. Tetraiodothyronine and triiodothyronine also acts
s a metabolic stimulant on respiring cells in vitro; it uncouples
xidative phosphorylation, i.e. increase oxygen consumption
ithout generation adenosine 5′-triphosphate. Thyroid dysfunc-
ion is reflected by hypo- and hyper-thyroidism [3].
Chemiluminescence (CL) is the emission of electromagnetic

adiation (ultraviolet, visible or infrared) as consequence of
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hemical reactions at room temperature and observed in gas, liq-
id and gas phases. Two primary requirements for this emission
re involved (i) the emission of energy released should be higher
han that of the electronically excited product or intermediate

olecule and (ii) the product must be a fluorescent molecule so
hat the transformation of the excited molecule to the ground
tate is accompanied by visible light emission or the reaction
ixture has to include energy acceptor molecules with fluores-

ent properties [4]. The use of CL as a detection system relates
o its high sensitivity and the simple instrumentation. No light
ource is required for CL as compared to absorption techniques
nd fluorimetry. Its rapid development is reflected to great num-
ers of publications devoted entirely to the discussion of CL
5–7].

Tris(2,2′-bipyridyl)ruthenium(II) [Ru(bpy)3
2+] in acidic

olution has been observed to produce a bright orange emission
8] oxidised by solid lead dioxide and subsequently coupled with
ydroxide/hydrazine which in turn producing [Ru(bpy)3

2+]*

xcited state for the light emission at 610 nm [9]. Since then,
u(bpy)3

3+ chemiluminescence (CL) has emerged as a versatile
etection method for flow injection analysis [10–12] and liquid
hromatography [13–15]. A comprehensive and critical review
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f the analytical applications of Ru(bpy)3
3+ as a CL reagent has

een published [16].
Various methods have been reported for the determination

f thyroxine in pharmaceutical preparations and body fluids.
hese include; immunoassays [17–19], electrochemical [20,21],
PLC [22,23], GC–MS [24], fluorescence [25], biolumines-

ence [26] and electrochemiluminescence [27,28]. However,
ome of these methods involve several minutes per assay
ycle with an incubation time of 20–25 min, lengthy procedure
f column preparation, use of radioactive materials, enzymes
nd fluorophores, preparation of working electrodes, expen-
ive instrumentation, complicated operation and low sample
hroughput.

FI-spectrophotometric method has been reported for the
etermination of thyroxine to be an inhibitor of glutamate
ehydrogenase [29]. The change in NADH absorbance at
40 nm in the presence of the enzyme and thyroxine is mea-
ured on-line related to the percent inhibition. The relative
tandard deviation for 8.0 × 10−6 mol L−1 thyroxine is 1.8%
n = 7) with limit of detection (3σ) 9.0 × 10−7 mol L−1 thy-
oxine. Another flow injection-CL method based on the cat-
lytic effect of cobalt(II) on CL reaction between luminol and
ydrogen peroxide and the quenching of the emission inten-
ity by thyroxine has been reported [30]. The limits of detec-
ion (3 s) are 3.04 × 10−5 and 2.6 × 10−5 mol L−1 for d- and
-thyroxine, respectively with sample throughput of <30 h−1.
hese inhibition methods have poor detection limits, low sam-
le throughput and limited linearity. Table 1, reports com-
arison of various methods for determination of l-thyroxine
n terms of sample matrix, limit of detection and sampling
ate.

The production of NADH through appropriate dehydro-
enases has been used for a variety of analytes, e.g., glu-
ose, ethanol, l-lactate and cholesterol based on ECL detec-
ion system [31,32]. In the present study a simple and

apid method is reported for the determination thyroxine by
t enhancement effect on Ru(bpy)3

3+–NADH CL reaction.
u(bpy)3

2+ is chemically oxidized to Ru(bpy)3
3+ by using

ead dioxide column. The proposed method has the limit of

p
v
i
s

able 1
omparison of various methods with the reported method for determination of l-thyr

etection technique Matrix Limi

PLC/CL Standard solutions 1.0 ×
IA/CL Plasma 5.4 ×
lectrochemical Drugs 6.5 ×
IA/electrochemical Pharmaceutical formulations 1.1 ×
on chromatography Urine N/G
PLC/UV Pharmaceutical and biological samples 2.25
C/MS Plasma 5.62
luorometry Serum ∼1.0
ioluminescence Mutant photoprotein 5.0 ×
CL Serum <3.0
IA/spectrophotometry Standard solutions 9.0 ×
IA/CL Standard solutions 2.58
IA/CL Pharmaceutical preparations 1.0 ×
/G = not given; CL = chemiluminescence; SIA = sequential injection analysis; EC =
a 71 (2007) 56–61 57

etection (3σ) 1.0 × 10−9 mol L−1 with sample throughput of
20 h−1.

. Experimental

.1. Reagents

All glass ware used during the experiments and for storage
f reagents and standards was precleaned with 30% HCl for
8 h, thoroughly rinsed with ultra high purity (UHP) deionized
ater (18.2 M� cm−1, Elgastat, Maxima, UK), stored in plastic
ags to prevent contamination and used as required. All reagents
ere of analytical grade, supplied by Merck BDH, unless stated
therwise and solutions were prepared in ultra high purity (UHP)
eionised water.

Tris(2,2′-bipyridyl)ruthenium(II) chloride stock solution
1.0 × 10−3 mol L−1) was prepared by dissolving 0.064 g
f Ru(bpy)3

2+ (Sigma) in aqueous solution of sulfuric
cid (1.5 × 10−2 mol L−1). A working Ru(bpy)3

2+ solution
1.0 × 10−4 mol L−1) was prepared by diluting 10.0 mL of
he stock solution to 100 mL with aqueous solution of sulfu-
ic acid (1.5 × 10−2 mol L−1). �-Nicotinamide adenine dinu-
leotide (NADH, Sigma) stock solution (1.0 × 10−3 mol L−1)
as prepared by dissolving 0.071 g of NADH in 100 mL
f phosphate buffer (5.0 × 10−3 mol L−1, pH 8.0). A work-
ng solution (1.0 × 10−6 mol L−1) was prepared by dilut-
ng the required volume of the stock in 100 mL of phos-
hate buffer (5.0 × 10−3 mol L−1, pH 8.0). l- and d-thyroxine
3,5,3′,5′-tetraiodothyronine, sodium salt, Fluka) stock solutions
1.0 × 10−3 mol L−1) were prepared by dissolving the required
mount of each separately in 100 mL of sodium hydroxide
0.01 mol L−1), ultrasonicated at room temperature for 10 min
nd working standards were prepared by suitable dilution in
hosphate buffer (5.0 × 10−3 mol L−1, pH 8.0) as required.
tock solutions (1.0 × 10−3 mol L−1 and 0.1%) of organic com-

ounds, anions and cations were prepared in UHP water and
arious working solutions were prepared from these stocks for
nterference studies. All solutions were protected from light and
tored at 4 ◦C and used whenever required.

oxine

t of detection (mol L−1) Sampling rate (h−1) Reference

10−11 40 [18]
10−11 12 [19]
10−9 12 [20]
10−11 20 [21]

15 [22]
× 10−5 <03 [23]
× 10−8 08 [24]
7 × 10−12 N/G [25]
10−12 N/G [26]

× 10−13 <04 [28]
10−7 N/G [29]

× 10−5 <30 [30]
10−9 120 Reported method

electrochemical; ECL = electrochemiluminescence.
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Thyroxine tablets were obtained from (Glaxo-Wellcome,
akistan), eltroxin (Glaxo-Wellcome, New Zealand), synthroid
Abbott Laboratories, USA) and thyro-4 tablets (Faran, Greece),
abeled to contain 50 �g of levothyroxine sodium salt (l-
hyroxine sodium) per tablet respectively.

.2. Lead dioxide column

An acid washed glass column (10 mm × 4.0 mm, i.d.) was
acked with solid lead dioxide plugged with cleaned cotton
ool at both ends and connected to the flow injection mani-

old with silicone tubing. The packed tube was washed with a
tream of water for 30 min and incorporated in-line within the
I–CL system for Ru(bpy)3

2− oxidation as reported previously
33].

.3. Instrumentation

The flow injection-chemiluminescence manifold used for this
ork is shown in Fig. 1. A peristaltic pump (Ismatec Reglo
00, four-channels, Switzerland) was used to deliver the sample
arrier and reagent solutions at a flow rate of 1.6 mL min−1.

rotary injection valve (Rheodyne 5020, Anachem, Luton,
K) was used to inject thyroxine standards (120 �L) into phos-
hate buffer (5.0 × 10−3 mol L−1, pH 8.0) stream and merged
ith a stream of NADH (1.0 × 10−6 mol L−1 prepared in phos-
hate buffer 5.0 × 10−3 mol L−1, pH 8.0). This stream was then
erged at a T-piece with an other reagent stream of Ru(bpy)3

3+

hemiluminescence obtained by passing Ru(bpy)3
2+ through a

olid lead dioxide column (10 mm × 4.0 mm i.d.) used for the
xidation. The merged stream traveled 3.0 cm before passing
hrough a glass coil spiral flow cell (1.1 mm i.d, 130 �L internal
olume) placed directly in front of an end window photomul-
iplier tube (PMT, 9798B, Electron Tubes, Ruislip, UK). The
MT, glass coil and T-piece were enclosed in a light tight hous-

ng [34]. The PMT was maintained at an operating voltage of
020 V using Burle High Voltage Power Supply (2 kV, Type
F 1053, USA). The PMT output was recorded using a chart

ecorder (Kipp & Zonen BD 40, Switzerland).

The same manifold (Fig. 1) was used for the determination of
ADH except that l-thyroxine solution (5.6 × 10−7 mol L−1)
repared in phosphate buffer (5.0 × 10−3 mol L−1, pH 8.0)

ig. 1. Flow injection–chemiluminescence (FI–CL) manifold for the determi-
ation of thyroxine.
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as used as a stream, while NADH standard solutions were
njected.

. Results and discussions

.1. Optimisation of the FI manifold

In order to establish optimal conditions for the lowest possi-
le detection limit of thyroxine, the effect of various parameters
as investigated. These were the phosphate buffer pH (6.5–8.5),
ADH, Ru(bpy)3

2+ and sulphuric acid concentrations, sam-
le volume (30–180 �L), flow rate (0.35–2.3 mL min−1) and
olid lead dioxide column length (5.0–20 mm × 4.0 mm, i.d.).
ll of these studies were performed with a 5.6 × 10−7 mol L−1

-thyroxine standard solution and a detector (PMT) voltage of
020 V.

The effect of Ru(bpy)3
2+ concentration on the deter-

ination of thyroxine was studied over the range
.0 × 10−6–1.0 × 10−3 mol L−1. The CL intensity increased
p to 1.0 × 10−4 mol L−1, above this noisy and irrepro-
ucible signals were observed. A Ru(bpy)3

2+ concentration
f 1.0 × 10−4 mol L−1 was therefore used for all subsequent
xperiments. Similarly, the effect of sulfuric acid was investi-
ated in the range 1.0 × 10−3–2.0 × 10−2 mol L−1 as shown in
ig. 2a and 1.5 × 10−2 mol L−1 gave maximum CL response
hich was used for all further studies. In the proposed FI–CL

ystem, the effect of phosphate buffer pH in the range 6.5–8.5
nd concentration 1.0 × 10−3–5.0 × 10−2 mol L−1 was inves-
igated in the sample and NADH carrier streams. Maximum
L responses was observed at pH 8.0 and concentration of
.0 × 10–3 mol L−1 as shown in Fig. 2(b and c) and were used
or all subsequent studies. The effect of NADH concentration
as studied over the range 1.0 × 10−7–2.6 × 10−6 mol L−1

repared in phosphate buffer (5.0 × 10−3 mol L−1, pH 8).
here was an increase in CL signal with increase in NADH
oncentration up to 1.0 × 10−6 mol L−1 with a stable base line
nd was used for further studies.

The effect of flow rate and sample volume on the CL response
as calibrated in terms of sensitivity, speed and reagent con-

umption. Flow rates for each of the three channels were simul-
aneously studies over the range 0.35–2.3 mL min−1. Maximum
L response was observed at a flow rate of 1.6 mL min−1 with
steady baseline and reproducible peak height (R.S.D. < 2.0%;
= 4). The optimum flow rate (1.6 mL min−1) depends on the
istance from the T-piece to glass coil placed in the front of PMT
hich in this case is 3.0 cm. The effect of sample injection vol-
me on the sensitivity of the flow system was studied in range
0–180 �L. Maximum CL signal was observed at 120 �L and
as used for further studies.
The in-line conversion of Ru(bpy)3

2+ to Ru(bpy)3
3+ was

chieved chemically by using solid lead dioxide column. The
ffect of column length in the range (5.0–20 mm × 4.0 mm, i.d.)
as investigated for continuous conversion of Ru(bpy)3

2+ to

u(bpy)3

3+ for the determination of thyroxine. Maximum CL
esponse was achieved by using a column (10 mm × 4.0 mm,
.d.) of solid lead dioxide. Approximately, 4 L of Ru(bpy)3

2+

olution was passed through this column and no significant
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Fig. 2. Variation of CL intensity with: (a) concentration of sulfuric acid, (b)
phosphate buffer pH and (c) concentration. For optimizing each parameter
the optimized conditions for all other parameters were used, i.e., flow rates
1.6 mL min−1 for all the three channels; sample volume 120 �L; concentrations
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f Ru(bipy)3
2+ (1.0 × 10−4 mol L−1); NADH (1.0 × 10−6 mol L−1) and phos-

hate buffer (5.0 × 10−3 mol L−1, pH 8.0).

ecrease in CL response was observed in the conversion
rocess.

.2. Analytical figures of merit

The calibration graph of CL intensity versus concentration of
-thyroxine over the range 2.0–10 × 10−8 mol L−1 was obtained
r2 = 0.9989; n = 5) with regression equation y = 6.65× − 0.7,
y = CL response (mV), x = concentration (M), l-thyroxine).
he relative standard deviation (R.S.D.) was 2.0–4.5% (n = 4)
ver the range studied and the limit of detection (3σ) was
.0 × 10−9 mol L−1 d- and l-thyroxine with a sample through-
ut of 120 h−1.
A linear calibration graph of CL intensity versus concentra-
ion of NADH over the range 1.3 × 10−8–1.3 × 10−6 mol L−1

as also obtained (r2 = 0.9992; n = 6). The R.S.D. was
.0–3.5% (n = 4) over the range studied and the limit

w
t
N
i
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f detection (3σ) was 1.0 × 10−10 mol L−1. l-Thyroxine
olution (5.6 × 10−7 mol L−1) prepared in phosphate buffer
5.0 × 10−3 mol L−1, pH 8.0) was used as a stream in place of
ADH (see Fig. 1).

.3. Interference studies

The effect of various organic compounds, anions and cations
n the blank signal (in the absence of thyroxine) and on the
etermination of l-thyroxine (2.0 × 10−8 mol L−1) is given in
able 2. Fructose, urea and pyruvate had no significant effect.
scorbic acid and sucrose have slight enhancing effect on blank

ignal. Lactose, uric acid, starch, gum acacia and cellulose had
ignificant enhancing effect on both the CL signal blank and
n the thyroxine response, possibly due to the use of high con-
entrations of these interferents. Cations including potassium,
alcium, magnesium, iron(II), zinc(II), and copper(II) had no
ignificant effect while lead(II); (4.8 × 10−6 mol L−1) slightly
nhanced CL signals with and without thyroxine. Anions such
s sulfate, chloride and fluoride has no significant effect while
odide cause serious interference at low concentrations. Iodide
ould be removed by using on-line anion exchange column.

.4. Application to pharmaceutical preparations

The proposed method was applied to commercially avail-
ble l-thyroxine tablets; thyroxine (Glaxo-wellcome Pakistan),
ltroxin (Glaxo-wellcome, New Zealand), synthroid (Abbott
aboratories, USA) and thyro-4 tablets (Faran, Greece). The sam-
le was prepared by dissolving each tablet in 50 mL of sodium
ydroxide (0.01 mol L−1), sonicated for 10 min at room temper-
ture, undissolved particles were removed by filtration, diluted
0 times with phosphate buffer (5.0 × 10−3 mol L−1, pH 8), and
irectly used for injection. The results obtained (in the range
8.8 ± 2.5 to 52.2 ± 1.5 �g l-thyroxine per tablet) were in rea-
onable agreement with the amount labeled. Thyroxine tablet
Glaxo-wellcome, Pakistan) was analysed in another laboratory
y RIA method and the result is compared statistically with the
roposed method as shown in Table 3. No significant difference
as found between the results of the two methods at 95% con-
dence limit.

.5. Possible reaction mechanism

Ru(bpy)3
3+ solution was generated off-line by adding lead

ioxide (0.2 g) to Ru(bpy)3
2+ (30 mL) followed by vigorous

ixing as reported previously [33]. The resultant suspension
as allowed to settle prior to filtering through Whatman filter
aper No. 41. The CL spectra of Ru(bpy)3

3+–NADH reaction
n the presence and absence of thyroxine were scanned using
fluorescence spectrophotometer (RF-1501, Shimadzu, Japan)

s shown in Fig. 3. Both spectra had same maximum emission

avelength at 595 nm, which suggested that they had same emit-

er Ru(bpy)3
2+ [32]. The detailed reaction mechanism between

ADH and Ru(bpy)3
3+ may involve the production of active

ntermediate NAD• [35]. Thyroxine may increase the rate of this
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Table 2
Effect of various organic compounds, anions and cations on the blank signal (in the absence of l-thyroxine) and on the determination of l-thyroxine (n = 4)

Compound/anions/cations Concentration
(mol L−1)

Response without
l-thyroxine (mV)

Response with l-thyroxine
(2.0 × 10−8 mol L−1) (mV)

Blank (buffer) 5.0 × 10−3 0.2 ± 0.02 10.2 ± 0.23
Ascorbic acid 1.0 × 10−6 2.3 ± 0.18 9.7 ± 0.74
Fructose 5.0 × 10−4 1.0 ± 0.12 10.0 ± 0.22
Sucrose 3.0 × 10−4 2.3 ± 0.30 9.0 ± 0.41
Pyruvate 1.0 × 10−6 0.4 ± 0.10 9.0 ± 0.22
Urea 1.0 × 10−4 0.35 ± 0.17 9.7 ± 0.30
Uric acid 1.0 × 10−6 19.5 ± 0.56 23.0 ± 0.45
Lactose 3.0 × 10−4 10.2 ± 0.23 14.3 ± 0.34
Starch 0.01% 10.8 ± 0.66 15.6 ± 0.60
Gum acacia 0.01% 10.1 ± 0.40 14.1 ± 0.43
Cellulose 0.01% 4.3 ± 0.32 14.4 ± 0.45
Potassium 6.4 × 10−4 1.0 ± 0.17 11.3 ± 0.33
Calcium 2.5 × 10−4 0.6 ± 0.01 11.0 ± 0.32
Magnesium 1.0 × 10−3 1.0 ± 0.28 10.6 ± 0.23
Iron(II) 1.8 × 10−5 1.0 ± 0.18 11.4 ± 0.25
Zinc(II) 1.5 × 10−5 2.0 ± 0.13 11.5 ± 0.56
Copper(II) 1.6 × 10−5 1.1 ± 0.20 11.0 ± 0.28
Lead(II) 4.8 × 10−6 1.75 ± 0.28 13.6 ± 0.42
Sulfate 5.2 × 10−4 1.0 ± 0.22 10.6 ± 0.60
Chloride 9.9 × 10−4

Fluoride 5.3 × 10−5

Iodide 1.0 × 10−8

Table 3
FI–CL determination of l-thyroxine in four pharmaceutical preparations (l-
thyroxine sodium) (n = 5)

Sample l-Thyroxine
labeled
(�g/tablet)

Proposed method
l-thyroxine found
(�g/tablet)a

RIA methoda

l-thyroxine found
(�g/tablet)

1 50 52.2 ± 1.5 49.5 ± 0.8
2 50 49.5 ± 2.0 –
3
4

a
n
t
t

F
i
b
H
b
b

4

s
d
a
r
t
t
a
m
c

50 48.8 ± 2.5 –
50 51.5 ± 1.1 –

a IMMUNOTECH (Beckman Coulter Company, Czech Republic).
ctive mediate which enhanced CL response. However, mecha-
ism of thyroxine effect enhancing CL is still unclear, possibly
hyroxine facilitating the co-reactant Ru(bpy)3

3+–NADH oxida-
ion and leading to increased CL efficiency.

ig. 3. CL spectra of the reactions; (a) Ru(bpy)3
3+ (1.0 × 10−5 mol/L

n H2SO4, 5.0 × 10−3 mol L−1) + NADH (1.0 × 10−6 mol L−1 in phosphate
uffer, 5.0 × 10−3 mol L−1, pH 8). (b) Ru(bpy)3

3+ (1.0 × 10−5 mol/L in

2SO4, 5.0 × 10−3 mol L−1) + NADH (1.0 × 10−6 mol L−1 in phosphate
uffer, 5.0 × 10−3 mol L−1, pH 8) + thyroxine (1.0 × 10−5 mol L−1 in phosphate
uffer, 5.0 × 10−3 mol L−1, pH 8).

e

A

P
S
F

R

1.3 ± 0.23 10.5 ± 0.56
1.0 ± 0.18 10.2 ± 0.32
8.5 ± 0.56 19.6 ± 0.60

. Conclusion

The proposed flow injection-chemiluminescence method is
imple, rapid (120 h−1 sample throughput) with a limit of
etection of 1.0 × 10−9 mol L−1 l-thyroxine. The method was
pplied to commercially available thyroxine tablets and the
esults are in reasonable agreement with the amount of l-
hyroxine labeled and RIA method. The method can be applied
o total thyroxine (free and protein bound) in biological samples
fter performing extraction or dialysis process. The enhance-
ent effect of thyroxine on Ru(bpy)3

3+–NADH CL system
an further extend its applications to NAD+–NADH converting
nzymes and their substrates.
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bstract

Iron isotope fractionation between liquid and vapor iron pentacarbonyl was measured in a closed system at ∼0 and ∼21 ◦C to determine if Fe
sotope analysis of iron pentacarbonyl vapor is viable using electron-impact, gas-source mass spectrometry. At the 2σ level, there is no significant
e isotope fractionation between vapor and liquid under conditions thought to reflect equilibrium. Experiments at ∼0 ◦C indicate iron pentacarbonyl
apor is ∼0.05 per mil (‰) greater in 56Fe/54Fe than liquid iron pentacarbonyl, which is just resolvable at the 1σ level. Partial decomposition

f iron pentacarbonyl vapor or liquid to an iron oxide or iron metal shows that significant isotopic fractionation occurs, where the decomposed
roduct has a lower 56Fe/54Fe ratio as compared to the starting iron pentacarbonyl. It follows that methods to decompose iron pentacarbonyl must
e quantitative to obtain accurate isotope values.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The field of Fe isotope research has tremendously grown
ince the first high-precision Fe isotope ratio measurements
ere reported in 1999. There are currently over 20 labora-

ories pursuing Fe isotope studies and over 60 peer-reviewed
apers have been published on mass-dependent fractionation of
e isotopes [1]. Several observations have spurred Fe isotope
esearch including (1) significant mass-dependent fractionation
f Fe isotopes occur during oxidation or reduction, suggesting
hat Fe isotopes may be used to infer paleo-redox conditions
nd redox cycling of metals in different environments [2]; (2)

ass-dependent fractionation of Fe isotopes may occur during

igh-temperature processes such as vaporization, indicating that
e isotopes may be used in cosmochemistry to gain a better
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nization mass spectrometry

nderstanding of the formation of planetary bodies [3,4]; (3) Fe
s an important metabolic element and is fractionated by biolog-
cal processes during bacterially catalyzed redox cycling of Fe
r nutritional uptake of Fe by humans [5,6].

High-precision iron isotope ratio measurements (±0.05‰
or the 56Fe/54Fe ratio) for these studies have been primarily
ade using multi-collector inductively coupled plasma mass

pectrometry with correction for instrumental mass bias through
orrection to bracketing Fe standards or normalization to an
lement of similar mass such as Ni or Cu [7]. Iron isotope
easurements have also been made using thermal ionization
ass spectrometry and a double-spike to correct for instrumen-

al mass bias [8], although these are less precise than analyses by
C-ICP-MS. A cursory study has been conducted to evaluate

he feasibility of using a gas-source electron-impact ioniza-
ion mass spectrometer to make Fe isotope measurements [9].
uch instrumentation is ideal for measurements of isotope ratios
hat preserve naturally occurring, mass-dependent fractionation
ecause of the ability to use a dual inlet system to make compar-
son between sample and standard, thus removing the effects of
nstrumental mass bias. This type of instrumentation has made
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he traditional stable isotopes such as H, C, N, O, and S widely
vailable to a host of scientific disciplines. However, because
ost Fe compounds have low vapor pressures, it is difficult to

ntroduce Fe into an electron-impact ionization mass spectrome-
er. An initial study made use of the compound Fe(PF3)5, which
s highly volatile (sublimation occurs at 22 ◦C) [9]. The synthesis
f Fe(PF3)5 is time consuming and handling of the compound is
ifficult because hydrolysis produces HF. Ionization of Fe(PF3)5
n an electron-impact ionization mass spectrometer yields a mass
pectrum that is dominated by Fe+ ions [9], providing a simple
ass spectra.
Iron pentacarbonyl (Fe(CO)5) is an orange–yellow liquid

t room temperature and has a vapor pressure of ∼2933 Pa at
0 ◦C [10,11]. Thus, Fe(CO)5 is suitable for introduction into a
as-source electron-impact ionization mass spectrometer. Like
e(PF3)5, ionization of Fe(CO)5 yields a mass spectrum dom-

nated by Fe+ ions [12,13], and hence corrections need not be
ade for the isotopic composition of C or O. In a separate contri-

ution we will report on a novel methodology for measurement
f Fe and O isotope compositions in hematite [14], and this
ethod depends on understanding the isotope fractionations pro-

uced by reactions involving Fe(CO)5, the subject of this report.
he method of Saha et al. [14] is based on reduction of Fe2O3
ith H2 at ∼390 ◦C, followed by conversion of the resulting Fe

o Fe(CO)5 by reaction with CO. The carbonylation reaction is
arried out at mild temperature and pressure conditions (110 ◦C,
620 kPa pressure of CO). Because of the high vapor pressure
nd production of Fe as the base peak in its mass spectrum,
e(CO)5 could be an excellent compound for conducting Fe

sotope analysis by electron impact ionization mass spectrome-
ry. Here, we report on a series of experiments to evaluate the Fe
sotope fractionation factor between liquid and vapor Fe(CO)5
t ∼0 and ∼21 ◦C. An additional set of experiments have been
onducted to document the range of Fe isotope compositions that
an be produced during partial thermal decomposition of liquid
nd vapor Fe(CO)5 to hematite or Fe metal. These experiments
re a critical first look at the feasibility of using Fe(CO)5 as a
ompound for Fe isotope analysis. Moreover, because Fe(CO)5
s a byproduct of possible pre-biotic reactions during the synthe-
is of organic molecules associated with reactions between iron
ulfides and CO gas [15], the Fe isotope composition of possi-
le pre-biotic reactants and Fe carbonyl decomposition products
ay be useful in evaluating the role Fe carbonyl played in the

ssembly of some organic compounds.

. Experimental setup and procedure

The experimental apparatus consisted of a 250 mL European
tyle flask (Ace GlassTM, # 6961) with 5 ports. Two of the three
arger ports were connected via three-way, high-vacuum stop-
ocks (Ace GlassTM, # 8196) to 25 mL Equilibrium flasks (Ace
lassTM, # 7408). The center neck contained a rubber septum

or sampling with a syringe. One of the two smaller threaded

ecks was hooked up to a hand vacuum pump, the other one was
losed with a solid glass rod. Two batches of Fe(CO)5 liquid
ere used in these experiments. One batch was purchased from
trem Chemicals, Inc. and was 99.5% pure. The other batch was

p
a
b
a

a 71 (2007) 90–96 91

btained from Aldrich Chemicals and was 99.999% pure. For-
uitously, the Fe isotope compositions of the reagent Fe(CO)5
rom both manufacturers were the same (Table 1). The Fe(CO)5
rom Strem Chemicals was used in experiments 1, 2, and 4 and
n the partial decomposition of liquid experiment. The Aldrich
hemicals Fe(CO)5 was used in experiments 3 and 5 and in the
artial decomposition of vapor experiments.

Experiments were conducted at ∼21 and ∼0 ◦C to evalu-
te possible temperature effects on the isotope fractionation
etween liquid and vapor iron pentacarbonyl. The room temper-
ture experiments were conducted indoors; the 0 ◦C experiments
ere performed outside on mild Wisconsin winter days when

he temperature was stable. All reagents and the experimental
pparatus were allowed to come to thermal equilibrium with
he surrounding air by letting all items sit for two hours before
ssembling the experimental apparatus. Before introduction of
iquid Fe(CO)5, the entire apparatus was purged with Argon gas
ith the following procedure: initially Ar was flushed through

he apparatus for 5 min, then all outer valves were closed and
he Ar–air mixture was evacuated with a hand vacuum pump to

15 340 Pa (absolute). Argon was then bled into the apparatus
nd it was allowed to equilibrate under ∼100 kPa of laboratory-
rade Ar. This purging procedure was repeated four times. In
ddition, during the last purging cycle, the stopcocks of the
wo 25 mL Equilibrium flasks were closed to keep them under
acuum (∼15 340 Pa absolute). For a typical experimental run,
bout 27 mL of liquid iron pentacarbonyl was introduced into the
r-purged flask with a syringe through the rubber septum. The
as-exposed surface area of the Fe(CO)5 liquid was ∼56 cm2.
he liquid–gas system was allowed to equilibrate for a prede-

ermined time before sampling. Sampling of the vapor phase
tilized the pressure difference between the main flask and the
reviously evacuated Equilibrium flask and was accomplished
y opening the proper valve for 5 s and then closing it. The
e(CO)5 vapor in the 25 mL Equilibrium flask was quantita-

ively decomposed to iron using a heat gun. In all experiments
he amount of vapor removed relative to the volume of Fe(CO)5
iquid was infinitesimally small with respect to the mass balance
f Fe in the system.

In a different set of experiments we investigated the Fe
sotope fractionation associated with partial decomposition of
iquid and vapor Fe(CO)5. The isotope fractionation between
apor and Fe metal due to incomplete decomposition was tested
y filling a 25 mL Equilibrium flask with Fe(CO)5 vapor (see
rocedure above) and stopping decomposition as soon as Fe
etal deposition on the flask wall was noticed. The Equilib-

ium flask was hooked up to a vacuum line and the remain-
ng Fe(CO)5 vapor was condensed using liquid nitrogen into

clean evacuated Equilibrium flask, which was then com-
letely decomposed thermally. Iron isotope fractionation related
o partial decomposition of liquid iron pentacarbonyl was also
ested because non-quantitative decomposition might produce
inetic Fe isotope fractionation. For non-quantitative decom-

osition in air, a small amount (∼20 �L) was extracted with
syringe from a stock vial and transferred to a SavillexTM

eaker. The beaker was immediately capped and heated with
heat gun until the reaction between Fe(CO)5 and air was
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Table 1
Experimental data

Experiment T (◦C) Time (min) δ56Fea (‰) δ57Fea (‰) n Feb (�g) Yieldc (%)

1 21 4 0.02 ± 0.05 0.01 ± 0.03 1106.4 62.3
1 21 6 0.06 ± 0.06 0.08 ± 0.04 922.2 51.9
1 21 64 −0.02 ± 0.04 −0.07 ± 0.06 2 1889.1 106.4
1 21 66 0.09 ± 0.04 0.06 ± 0.18 2 1647.9 92.4
1 21 125 0.03 ± 0.06 0.07 ± 0.03 1537.2 86.6
2 20 5 −0.01 ± 0.04 −0.01 ± 0.16 2 1105.8 65.6
2 20 10 0.05 ± 0.00 0.00 ± 0.08 2 1109.4 65.8
2 20 20 0.20 ± 0.06 0.22 ± 0.10 2 1375.8 81.7
2 20 40 0.03 ± 0.14 0.07 ± 0.02 2 1364.4 81.0
3 21 19 0.03 ± 0.04 0.00 ± 0.03 1359.3 76.6
3 21 21 0.00 ± 0.03 0.01 ± 0.02 1372.2 77.3
3 21 49 0.11 ± 0.03 0.12 ± 0.02 1444.5 81.3
3 21 51 0.12 ± 0.03 0.18 ± 0.03 1452.0 81.8
3 21 80 0.10 ± 0.03 0.21 ± 0.03 1557.6 87.7
4 0 19 0.08 ± 0.06 0.16 ± 0.06 2 413.4 76.4
4 0 21 0.04 ± 0.02 0.10 ± 0.12 2 396.0 73.1
4 0 49 0.23 ± 0.06 0.38 ± 0.10 3 609.9 112.6
4 0 51 0.23 ± 0.12 0.42 ± 0.16 2 538.8 99.5
4 0 79 0.22 ± 0.00 0.37 ± 0.08 3 560.1 103.5
5 −3 22 0.09 ± 0.03 0.20 ± 0.03 390.3 86.8
5 −3 18 0.13 ± 0.03 0.14 ± 0.02 357.0 79.4
5 −3 48 0.18 ± 0.04 0.30 ± 0.04 408.0 90.7
5 −3 52 0.23 ± 0.03 0.26 ± 0.04 319.2 71.0
5 −3 81 0.22 ± 0.03 0.24 ± 0.03 393.0 87.4

Partial Decomposition Vapor
Partial decomposition vapor 21 20 −1.11 ± 0.03 −1.66 ± 0.03 551.1 74.0d

Remaining vapor 21 0.77 ± 0.03 1.15 ± 0.02 763.5
Partial decomposition vapor 21 20 −1.56 ± 0.02 −2.35 ± 0.03 501.0 81.1d

Remaining vapor 21 0.78 ± 0.04 1.16 ± 0.03 939.0

Partial decomposition liquide

21 −1.25 ± 0.04 −1.95 ± 0.03 3211.5 37.8
21 −0.36 ± 0.08 −0.53 ± 0.04 2 4229.4 49.8
21 −2.57 ± 0.05 −3.78 ± 0.04 144.0 1.70

Fe(CO)5 reagentsf

Fe(CO)5 Strem Chemicals 0.09 ± 0.10 0.14 ± 0.12 7
Fe(CO)5 Aldrich Chemicals 0.08 ± 0.04 0.12 ± 0.08 6

a Errors are 2 standard errors (S.E.) from in-run statistics or where n is given, the errors are 2 standard deviations (S.D.) external, calculated from the average of
up to seven mass spectrometry analyses.

b Amount of Fe recovered from decomposition of extracted vapor, as determined from Ferrozine analyses.
c Yields are calculated from recovered Fe and the theoretical yields inferred from Fe pentacarbonyl vapor pressure data.
d Yield is based on sum of decomposed vapor and remaining vapor.
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e The escaping vapor phase has not been collected.
f Averages of initial and final compositions of reagents; all processed through

omplete. The product was a brown–orange, fine-grained iron
xide powder, which we believe is mostly hematite [16]. In
ddition, to establish a baseline for the isotopic composition
f the extracted vapor and for quality control, aliquots (∼4 �L)
f Fe(CO)5 liquid from the beginning and end of an experi-
ent were transferred into 5 mL sample tubes (Ace GlassTM, #

410) and quantitatively decomposed (in air) using a heat gun.
he Fe metal/iron oxide deposited in the Equilibrium flasks and
avillexTM beakers was dissolved in double-distilled 7 M HCl
nd transferred to clean SavillexTM beakers. Iron concentrations

nd yields of Fe(CO)5 decompositions were determined by Fer-
ozine assays [17]. Theoretical yields were calculated assuming
e(CO)5 behaved as an ideal gas (PV = nRT) and using the for-
ula log10 P (Pa) = −(2092.4 K/T) + 10.605 to adjust the vapor

U
m

e entire analytical procedure.

ressure of Fe(CO)5 [10] to the relevant temperature of the
xperiment.

Decomposition of liquid and vapor Fe(CO)5 was conducted
y heating the vessel with a 1200 W heat gun (Heat GunTM

odel HC1001). This heating method produces a maximum
emperature of ∼140 ◦C on the surface of the sample vessel, in
pproximately 2 min. To ensure complete decomposition, sam-
les were typically heated for 10 min.

. Mass spectrometry and nomenclature
Mass spectrometry for iron isotopes was performed with the
niversity of Wisconsin-Madison IsoProbe, a single-focusing,
ulti-collector, inductively coupled plasma-mass spectrometer
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Fig. 2. Plot of vapor extraction time vs. δ56Fe of the extracted vapor for exper-
iments conducted at ∼21 ◦C. The iron pentacarbonyl vapor samples were com-
pletely dissociated in each experiment. Error bars are 2 S.D. (±0.10‰) external.
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MC-ICP-MS) that is equipped with a collision cell to elimi-
ate or minimize argide isobar interferences such as 40Ar16O,
0Ar14N, and 40Ar16OH that interfere with 56Fe, 54Fe, and 57Fe,
espectively. Chemical separation and mass analysis procedures
ollowed the methods reported in Skulan et al. [18] and Beard
t al. [19].

Iron isotope analyses are reported using standard δ notation
n units of per mil (‰):

δ56Fe = (([56Fe/54Fe]Sample/[
56Fe/54Fe]Standard) − 1) × 103

and δ57Fe = (([57Fe/54Fe]Sample/[
57Fe/54Fe]Standard) − 1)

×103.

δ56Fe and δ57Fe values are calculated using the average
f terrestrial igneous rocks as a standard reference reservoir
19]. On this scale, the measured Fe isotope composition of
he IRMM-014 Fe isotope standard was δ56Fe = −0.09 ± 0.10‰
nd δ57Fe = −0.11 ± 0.14‰ (2 standard deviations, S.D.). The
xternal precision (2 S.D.) of 56Fe/54Fe and 57Fe/54Fe ratio is
0.10 and ±0.14‰, respectively, based on 99 analyses of stan-

ards during the study.

. Results

Yields of all vapor extractions were determined using Fer-
ozine assays, and these were compared to calculated yields
sing published vapor pressure relations for iron pentacarbonyl.
he low yield of samples from earlier time measurements

Fig. 1) reflects the time required to establish equilibrium condi-

ions, and can be explained by a concentration gradient caused by
iffusion of iron pentacarbonyl vapor through a stagnant Argon
tmosphere towards the Equilibrium flasks. Initially, before
ntroduction of liquid Fe pentacarbonyl, the entire apparatus

ig. 1. Plot of vapor extraction time vs. yield in percent. The yield has been
alculated by using Fe concentration measurements of the extracted vapor and
omparing it to theoretical yields obtained from the ideal gas law and published
apor pressure data for iron pentacarbonyl.
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he gray shaded area indicates the error envelope of the average of the initial
nd final reagent (2 S.D.).

as an Argon atmosphere (except the Equilibrium flasks, which
ere partially evacuated). Evaporation of Fe pentacarbonyl and

ubsequent diffusion of the vapor results in a concentration gra-
ient in the reaction vessel and glass tubes. The concentration
f Fe(CO)5 becomes constant with time after ∼20 min.

.1. Complete decomposition at ∼21 and ∼0 ◦C

The isotopic results for the ∼21 ◦C experiments are given
n Fig. 2 and Table 1. The variations in δ56Fe for the extracted
ron pentacarbonyl vapor ranged from −0.02 to +0.20‰. If the
.20‰ point is omitted, the average of all vapor extractions at
21 ◦C is δ56Fe = 0.05 ± 0.10‰ (2 S.D., n = 13). The initial and
nal isotope compositions of the liquid iron pentacarbonyl were
etermined for each experiment, resulting in an average δ56Fe
alue of 0.09 ± 0.10‰ (2 S.D., n = 6).

Isotopic data for the ∼0 ◦C experiments are presented
n Fig. 3 and Table 1 and show a similar range
δ56Fe = 0.04–0.23‰) in vapor iron pentacarbonyl isotope com-
osition as measured in the ∼21 ◦C experiments. However,
nlike the ∼21 ◦C experiments, the later sampled vapor con-
istently has a greater δ56Fe value (0.22 ± 0.04‰; 2 S.D., n = 6)
or vapor extracted at ∼50 and ∼80 min as compared to vapor
xtracted at ∼20 min (δ56Fe = 0.09 ± 0.08; 2 S.D., n = 4). The
verage combined initial and final δ56Fe values of the liquid
ron pentacarbonyl for the 0 ◦C experiments was determined as
.07 ± 0.08‰ (2 S.D., n = 4). Although it is uncertain if the

xperiments were conducted for a time period long enough
o achieve Fe isotope equilibrium between liquid and vapor
e(CO)5, the fact that the Fe isotope compositions of the
e(CO)5 vapor at 80 and 50 min are identical (Table 1) we con-
lude that isotopic equilibrium was achieved.
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Fig. 3. Plot of vapor extraction time vs. δ56Fe measured after complete disso-
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iation of the extracted vapor. The experiments were conducted at ∼0 ◦C. Error
ars are 2 S.D. (±0.10‰) external. The gray shaded area indicates the error
nvelope of the average of the initial and final reagent (2 S.D.).

.2. Partial decomposition at ∼21 ◦C

The isotopic results for partial decomposition of iron pen-
acarbonyl vapor are given in Fig. 4 and Table 1. The par-
ially decomposed iron pentacarbonyl vapor had δ56Fe values
f −1.56 and −1.11‰ for decompositions of 35 and 42% of
he total vapor phase in the 25 mL Equilibrium flask, respec-
ively. The residual decomposed vapor had δ56Fe values of

.78 and 0.77‰, respectively. Mass balance calculations using
56FeSystem = f δ56FePartial. Decomp. + (1 − f) δ56FeResidue, where
is the fraction of vapor decomposed, result in calculated

56FeSystem values of −0.03 and −0.02‰, which lies within

ig. 4. Plot of the fraction of Fe(CO)5 decomposed vs. δ56Fe of the partially
ondensed and residual vapor for the partial decomposition experiment per-
ormed at ∼21 ◦C. Error bars are 2 S.D. (±0.10‰) external. The gray shaded
rea indicates the error envelope for the average of the initial and final reagent
2 S.D.). Circles indicate the results of the calculated isotope mass balance.
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acarbonyl liquid (hematite). Error bars are 2 S.D. (±0.10‰) external. The gray
haded area indicates the error envelope of the average of the initial and final
eagent that has been quantitatively decomposed (2 S.D.).

he uncertainty of the isotope composition of the initial iron
entacarbonyl liquid (δ56Fe = 0.08 ± 0.10‰; 2 S.D., n = 6).

Iron isotope data for non-quantitative decomposition of liquid
e pentacarbonyl in air to iron oxide is given in Fig. 5 and Table 1.
he δ56Fe values for iron oxide are all strongly negative, from
2.57 to −0.36‰. Similar to the partial vapor decomposition,

igher yields correspond to δ56Fe values that are higher and
ore closely match those expected for equilibrium conditions

r complete reactions. Mass-balance calculations indicate that
he escaped phase during decomposition must have had high
56Fe values. In both experiments, the rapidly condensed solid
hase has a lower δ56Fe values as compared to the uncondensed
iquid or vapor.

. Discussion and conclusion

Theoretical calculations predict that molecules containing
ight isotopes, in general, have higher vapor pressures and are

ore volatile than the same compounds that contain heavier
sotopes [20]. Thus the vapor of a compound tends to have
n “isotopically light” composition as compared to its liquid.
here are exceptions to such generalizations, where, for exam-
le, Grootes et al. [21] found that during evaporation of CO2, the
3C16O2 species is more volatile than the 12C16O2 species, with
he consequence that 13C16O2 is enriched in the vapor phase.
he higher vapor pressures of the isotopically heavier compound
ay be related to the effect of intra-molecular vibrations on bind-

ng energies [21].
The magnitude of isotopic fractionation between liquid and

apor can be affected by a number of parameters. For example,

n the well studied case of oxygen isotope fractionation between
team and water, the oxygen isotope composition of steam is
ependent upon evaporation in closed or open systems, the rel-
tive humidity during evaporation, the surface temperature of
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he liquid, and the existence of any stagnant gaseous boundary
ayers at the surface and/or adsorbed monolayers at the liquid
urface [22–25]. Similar parameters could effect the Fe isotope
omposition of Fe in vapor Fe(CO)5. In our experimental setup,
he ∼27 mL of liquid iron pentacarbonyl represents an infinite
eservoir with respect to the amount of vapor removed, thus the
e isotope composition of the liquid will remain constant dur-

ng the experiment and our experimental system is effectively
closed system. In all of our experiments, vapor was extracted

t different times following the injection of liquid Fe(CO)5 into
he Ar-filled apparatus, which allows us to partially evaluate
he effects of the changing vapor pressure of iron pentacarbonyl
n the Fe isotope composition of Fe(CO)5 vapor. For example,
nitially there was no iron pentacarbonyl vapor, and based on the-
retical Fe yields, our experiments did not reach saturation until
he liquid had been in the apparatus for at least 20 min (Fig. 1).
ecause there are no significant differences in the Fe isotope
omposition of Fe vapor sampled between 4 and 125 min after
ntroduction of Fe liquid, it would appear that different partial
ressures of iron pentacarbonyl vapor and/or diffusion through
he Ar atmosphere had no effect on the Fe isotope composition of
he Fe(CO)5 vapor, at least under our experimental conditions.
dditionally, although our experiments were performed at con-

tant temperatures, initial evaporation leads to cooling of the iron
entacarbonyl liquid surface [26], thereby lowering the vapor
ressure and possibly enhancing isotope effects. Over the time
cales of this experiment, no Fe isotope effect has been noted.
imilarly, diffusion through a stagnant gaseous layer or through
n adsorbed monolayer at the liquid–gas interface will slow the
vaporation rate, but we have not observed an Fe isotope effect
ver the duration of our experiment. Thus, although we cannot
igorously demonstrate if we have achieved equilibrium Fe iso-
ope exchange between liquid and vapor, we can document that
ver a span of temperature conditions and changing partial pres-
ures of iron pentacarbonyl, there is no Fe isotope fractionation
etween iron pentacarbonyl liquid and vapor. Because the Fe iso-
ope fractionation between liquid and vapor iron pentacarbonyl
s not a function of temperature or partial pressure conditions, Fe
sotope analysis of Fe carbonyl by a gas-source electron-impact

ass spectrometer will be able to easily relate the measured
apor Fe isotope composition to the Fe isotope composition of
he iron pentacarbonyl liquid.

The partial thermal decomposition experiments indicate that
he product of thermal decomposition (Fe metal or iron oxide)
rom either vapor or liquid Fe(CO)5 has a δ56Fe value that is less
han the Fe(CO)5 reactant. Moreover, there is a positive corre-
ation between Fe isotope composition of the partially decom-
osed product and the amount of decomposition (Figs. 4 and 5).
he Fe isotope fractionation factors that can be inferred from

hese experiments are variable. For example, for partial decom-
osition of liquid Fe(CO)5 to iron oxides, the δ56Fe values of
he decomposed iron oxide product can be modeled using an
pen-system Rayleigh fractionation model, and the iron iso-

ope fractionation factors between the Fe(CO)5 liquid and iron
xide that can be inferred for this experiment, range from 1.35 to
.65‰. For the closed system partial decomposition experiment
etween Fe(CO)5 vapor and Fe metal, the measured fractiona-

R
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ion factor between vapor and metal are 1.88 and 2.34‰. In
eneral the Fe isotope fractionation associated with these partial
ecomposition experiments appears to be a result of a unidirec-
ional kinetic process, whereby the product of Fe(CO)5 thermal
ecomposition is isotopically light, as predicted by theory [27].
he wide range in observed fractionation factors is probably a

esult of the complicated pathway of Fe(CO)5 decomposition
hat includes formation of intermediary species of Fe(CO)4 and
e(CO)3 during formation of iron metal or iron oxide [28,29],
hich may allow for variable amounts of isotope exchange
etween the intermediate species. Moreover, the range in tem-
eratures that the reaction vessel experienced during thermal
ecomposition was likely to enhance variable amounts of iso-
ope exchange between different Fe species as well as effect the

agnitude of the fractionation factor. Additionally, the larger
e isotope fractionation factors associated with partial decom-
osition of Fe(CO)5 to Fe metal as compared to iron oxide may
e a result of differences in decomposition product. Calculated
e isotope fractionation factors from Mössbauer spectroscopy
ata tend to predict that Fe metal will have a lower 56Fe/54Fe
atio as compared to ferric Fe-bearing minerals [30]. The smaller
ractionation factor observed between Fe(CO)5–iron oxide as
ompared to Fe(CO)5–Fe metal is consistent with the trends in
alculated Fe isotope fractionation factors.

Overall, there is no measurable Fe isotope fractionation at
0 and ∼21 ◦C at the 2σ level between liquid iron pentacar-

onyl and its vapor when decompositions are done quantita-
ively. However, a closer look at the isotope data from the

0 ◦C experiments indicates that the isotope composition of
apor extracted at ∼50 and ∼80 min has a slightly greater
56Fe value compared to the liquid. There are reported cases
ere the isotopically heavy species of compounds are pref-

rentially incorporated into the vapor phase [21,31–33]. The
igher vapor pressure of isotopically heavier compounds are
ossibly related to quantum mechanical effects, i.e., the effect
f intra-molecular vibrations on binding energies [21]. A similar
echanism may be invoked to explain a possible “inverse” iso-

opic effect for the iron pentacarbonyl system, i.e., that the vapor
hase is isotopically heavier than the remaining liquid, although
he magnitude of this fractionation is not resolvable at the 2σ
evel.
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traditional Stable Isotopes, Mineralogical Society of America and Geo-
chemical Society, Washington, DC, 2004, pp. 359–408.

[6] T. Walczyk, F. Von Blanckenburg, Int. J. Mass Spectromet. 242 (2005)
117.
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bstract

Partial filling multiple injection affinity capillary electrophoresis (PFMIACE) is used to determine binding constants between vancomycin
Van) from Streptomyces orientalis, teicoplanin (Teic) from Actinoplanes teicomyceticus and ristocetin (Rist) from Nocardia lurida to d-Ala-
-Ala terminus peptides and carbonic anhydrase B (CAB, E.C.4.2.1.1) to arylsulfonamides. Two variations of PFMIACE are described herein.
n the first technique, the capillary is partially filled with ligand at increasing concentrations, a non-interacting standard, three or four sepa-
ate plugs of receptor each separated by small plugs of buffer, a plug containing a second non-interacting standard, and then electrophoresed
n buffer. Upon continued electrophoresis, equilibrium is established between the ligand and receptors causing a shift in the migration time
f the receptors with respect to the non-interacting standards. This change in migration time is utilized for estimating multiple binding con-
tants (Kb) for the same interaction. In the second technique, separate plugs of sample containing non-interacting standards, peptide one, buffer,
nd peptide two, were injected into the capillary column. The capillary is partially filled with a series of buffers containing an antibiotic at
ncreasing concentrations and electrophoresed. Peptides migrate through the column at similar electrophoretic mobilities since their charge-to-

ass ratios are approximately the same but remain as distinct zones due to the buffer plug between peptides. Upon electrophoresis, the plug
f antibiotic flows into the peptide plugs affecting a shift in the migration time of the peptides with respect to the non-interacting standards
ccurs due to formation of the of the antibiotic–peptide complex. The shift in the migration time of the peptides upon binding to the antibiotic
s used for the Scatchard analysis and measurement of a Kb. The PFMIACE technique expands the functionality and potential of ACE as an
nalytical tool to examine receptor–ligand interactions. In PFMIACE, a smaller amount of sample is required in the assay compared to both

onventional ACE and MIACE. Furthermore, a wide array of data is obtained from a single experiment, thus, expediting the assay of biological
pecies.

2006 Elsevier B.V. All rights reserved.

eywords: Partial filling multiple-injection affinity capillary electrophoresis; Vancomycin; Teicoplanin; Ristocetin; Carbonic anhydrase B; Binding constants;
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catchard plot

. Introduction
Interactions between biological species are key to life and
lay a direct role in many of the enzyme-based reactions involved
n cell division, cell death, and cell transformations [1]. It fol-
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oi:10.1016/j.talanta.2006.03.039
ows then that biological interactions are important in the initia-
ion, progression, and harmful effects of human disease includ-
ng Parkinson’s, Alzheimer’s, AIDS-HIV, and cancer. With the
dvancement of molecular biological tools has come the discov-
ry of a huge array of biological interactions focusing foremost

n receptor–ligand interactions. Parallel to this development
as been the great strides in combinatorial chemical techniques
hat has allowed for the synthesis of many millions of poten-
ial drug targets and precursors. In combination, these two areas
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Fig. 1. Structures of (A) vancomycin, (B) teicoplanin, (C) ristocetin, and d-Ala-
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f research have made the development of new analytical tech-
iques an important area of research.

At present there are several analytical techniques currently
vailable to measure affinity parameters of noncovalent inter-
ctions including radioimmunoassays, fluorescence quenching,
mmonium sulfate precipitation, and slab gel electrophoresis
echniques [1]. These techniques frequently require the sepa-
ation and quantitation of free or complexed molecules in an
quilibrium mixture. If the amount of bound and free ligand in
olution can be distinguished, these techniques can provide rea-
onable estimates of binding constants (Kb) for the interaction
n question.

Since the first papers in 1992 [2–6] documenting the use
f affinity capillary electrophoresis (ACE) to measure affin-
ty parameters between biological species, its use in probing a
ariety of receptor–ligand interactions has greatly expanded to
nclude protein–drug, protein–DNA, peptide–peptide, peptide–
arbohydrate, carbohydrate–drug, and antibody–antigen [7–36].
or example, Kaddis et al. has used ACE to estimate binding con-
tants for the substrate and activator of Rhodobacter sphaeroides
denosine 5′-diphosphate-glucose pyrophosphorylase [7]. Li et
l. used capillary isoelectric focusing (CIEF) and ACE to deter-
ine binding constants between antibodies to the prion protein

8]. Finally, Lewis et al. described the screening of antimicro-
ial targets using ACE [9]. In a typical form of ACE a sample
f receptor and non-interacting standard(s) is exposed to an
ncreasing concentration of ligand in the running buffer caus-
ng a change in the migration time of the receptor relative to the
tandard(s). It is this change in the migration time that is used
n the Scatchard analysis to obtain a value for Kb.

ACE affords a number of advantages over other techniques
o study biological interactions. One, only small quantities of
eceptor and ligand are required. Two, purification of the sample
s not required as long as CE can distinguish the impurities from
he analyte of interest. Three, radiolabelling of the molecules
s not necessary. Four, automated CE instrumentation is widely
vailable. Five, data is reproducible and expeditiously obtained.
inally, a wide range of molecular interactions can be charac-

erized in free solution.
We recently described the use of multiple injection ACE

MIACE) to examine the binding of receptors to ligands [1].
n this technique, multiple samples of receptor (or ligand) are
njected into the capillary column and electrophoresed in an
ncreasing concentration of ligand (or receptor). Multiple bind-
ng constants for the same interaction are subsequently obtained,
hereby, shortening the ACE experiment. In earlier work we
escribed the use of partial-filling ACE (PFACE) techniques to
etermine binding constants between receptors and ligands that
tilizes less material than in standard ACE techniques [15–18].
ere, the capillary is partially filled with ligand (or receptor)

nd sample plug of receptor (or ligand) is introduced into the
apillary and electrophoresed. During electrophoresis the zones
f samples overlap within the capillary where an equilibrium is

stablished prior to the point of detection.

When limited quantities of material are available for use in
tandard ACE due to expense, synthetic difficulty, and/or time
onstraints, there is a need for either alternative assay techniques

a
B
t
b

-Ala ligands 1–6 used in this study.

r a variation in the ACE technique. Herein, we describe the use
f partial filling multiple injection ACE (PFMIACE) for exam-
ning receptor–ligand interactions using as model systems the
lycopeptide antibiotics vancomycin (Van), teicoplanin (Teic)

nd ristocetin (Rist) (Fig. 1) and the enzyme carbonic anhydrase
(CAB, E.C.4.2.1.1.). Two variations of PFMIACE are detailed

hat demonstrate the versatility of the technique for evaluating
inding interactions between receptors and ligands.
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. Materials and methods

.1. Chemicals and reagents

All chemicals were analytical grade. Vancomycin, d-Ala-d-
la, N-acetyl-d-Ala-d-Ala (1), N,N′-diacetyl-Lys-d-Ala-d-Ala

2), carbonic anhydrase B (CAB, E.C.4.2.1.1), horseheart
yoglobin (HHM), nicotinamide adenine dinucleotide (NAD),

nd nicotinamide adenine dinucleotide, reduced form (NADH)
ere purchased from Sigma Chemical Company (St. Louis,
O, USA) and were used without further purification.
eicoplanin·HCl was purchased from Advanced Separation
echnologies Inc. (Whippany, NJ, USA) and was used with-
ut further purification. Fmoc–Gly–NHS, Fmoc–Ala–NHS,
moc–Phe–NHS, and Fmoc–Val–NHS were purchased from

t
b
d
A

Fig. 2. Ligands 7–11 u
71 (2007) 192–201

achem California Inc. (Torrance, CA, USA). Mesityl oxide
MO) was purchased from Calbiochem (San Diego, CA,
SA). Ristocetin was obtained from BioData Corporation

Horsham, PA, USA) and was used without further purification.
ompounds 7–11 (Fig. 2) were synthesized based on literature
rocedures [24].

.1.1. Receptor PFMIACE
Stock solutions of Van (0.2 mg/mL), Teic (0.2 mg/mL),

nd HHM (1 mg/mL) were each prepared by dissolving in
uffer (192 mM glycine–25 mM Tris; pH 8.3). Stock solu-

ions of the N-protected amino acids (4 mM) were prepared
y dissolving the compounds in buffer. Fmoc–Gly–d-Ala-
-Ala (3), Fmoc–Phe–d-Ala-d-Ala (4), Fmoc–Ala-d-Ala-d-
la and Fmoc–Val–d-Ala-d-Ala (5) were prepared based

sed in this study.
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n literature procedures [22]. For CAB, stock solutions
f CAB (1 mg/mL), HHM (2 mg/mL), MO (100/1000 �L
uffer) were each prepared by dissolving in buffer (192 mM
lycine–25 mM Tris; pH 8.3). Stock solutions of ligands 7–11
1 mg/mL) were prepared by dissolving the compounds in
uffer.

.1.2. Peptide PFMIACE
Stock solutions of Van (0.2 mg/mL), Teic (1.0 mg/mL), Rist

1.0 mg/mL), NAD (0.2 mg/mL), and NADH (0.2 mg/mL), were
ach prepared by dissolving in buffer (192 mM glycine–25 mM
ris; pH 8.3). Stock solutions of the N-protected amino
cids (4 mM) were prepared by dissolving the compounds
n buffer. Fmoc–Gly–d-Ala-d-Ala (3), Fmoc–Ala-d-Ala-d-Ala
6), Fmoc–Val–d-Ala-d-Ala (5), and Fmoc–Phe–d-Ala-d-Ala
4) were prepared based on literature procedures [22].

.2. Apparatus

.2.1. Receptor PFMIACE
The capillary electrophoresis (CE) system used in this study

as a Beckman Model P/ACE 5510 (Fullerton, CA, USA).
he capillary tubing (Polymicro Technology, Inc., Phoenix, AZ,
SA) used for the experiment was uncoated fused silica with

n internal diameter of 50 �m, length from inlet to detector of
0.5 cm and a length from detector to outlet of 6.5 cm. The
onditions used in CE were as follows: for Van and Teic, volt-
ge, 25 kV; current, 6.7 �A for Van, 7.9 �A for Teic; detection,
00 nm; temperature, 23.0 ± 0.1 ◦C; for CAB, voltage, 25 kV;
urrent, 8.0 �A; detection, 200 nm; temperature, 23.0 ± 0.1 ◦C.
ata were collected and analyzed with Beckman System Gold

oftware.

.2.2. Peptide PFMIACE
The CE system used in this study was a BeckmanCoulter

DQ (Fullerton, CA, USA). The capillary tubing (Polymicro
echnology, Inc., Phoenix, AZ, USA) used for the experiment
as uncoated fused silica with an internal diameter of 50 �m,

ength from inlet to detector of 50.0 cm and a length from detec-
or to outlet of 11 cm. The conditions used in CE were as follows:
or Van, Teic, and Rist, voltage, 25 kV; current, 7.8 �A for
an, 7.9 �A for Teic and Rist; detection, 200 nm; temperature,
3.0 ± 0.1 ◦C. Data were collected and analyzed with Beckman-
oulter 32 Karat software.

.3. Procedures

.3.1. Receptor PFMIACE
For Van, the capillary was first equilibrated with buffer

192 mM glycine–25 mM Tris; pH 8.3) for 0.5 min. A 0.12 min
uffer plug is then introduced containing a concentration of
eptide (0–300 �M). Separate plugs of sample solution (5 s
njections each, 6 nL [at 0.5 psi, 1 s injection equals 1.2 nL])

ontaining the marker MO, four plugs of Van, and the second
arker (HHM) were introduced by pressure injection each sep-

rated by a plug of buffer (36 s injection). The electrophoresis
as carried out using Tris–glycine buffer containing no ligand
71 (2007) 192–201 195

t 25 kV for 8.0 min to complete the detection of all species. The
equence was repeated for increasing concentrations of peptide.
xperimental conditions for Teic were similar except that three

njections of Teic were used each separated by a 18 s plug of
uffer.

.3.2. Peptide PFMIACE
For analysis of 1 and 2, separate plugs of solution (3.6 nL)

ontaining the marker (MO), 2, buffer (18.0 nL), and 1 were
ntroduced by pressure injection followed by an injection of
ntibiotic (96 s at 0.7 psi) and electrophoresed at a concentra-
ion of antibiotic (0–60 �M). The electrophoresis was carried
ut using Tris–glycine buffer at 25 kV for 7.0 min to com-
lete the detection of all species. The sequence was repeated
or increasing concentrations of antibiotic. For Rist and Teic
ADH was used as the non-interacting standard. For CAB, sep-
rate plugs of solution of ligand (0.12 min at high pressure),
arkers (MO and HHM), buffer, CAB, buffer, CAB, buffer,

nd CAB, were electrophoresed at increasing concentrations of
igand. The electrophoresis was carried out using Tris–glycine
uffer at 25 kV for 8.0 min to complete the detection of all
pecies.

.3.3. Microcalorimetric studies
All the titration experiments were performed using the VP-

TC system (MicroCal Inc., MA). In each experiments 20
liquots of 15 �L of 4 (1.30 mM), Fmoc–Val–DADA (1.20 mM)
nd 4 (1.31 mM) were injected into 1.463 mL of Rist (0.108 mM
n 192 mM glycine–25 mM Tris Buffer, pH 8.3) at 25 ◦C. Result-
ng data was fitted after subtracting the heats of dilution. Heats
f dilution were determined in separate experiments from addi-
ion of 4, 5 and 6 into buffer. Titration data was fitted using a
onlinear least-squares curve fitting algorithm with three float-
ng variables: stoichiometry, binding constant (Kb = 1/Kd) and
hange of enthalpy of interaction (�Ho).

.4. Forms of analysis

We employed two forms of analysis to estimate Kb. The first
orm of analysis (Eq. (1)) used electrophoretic mobilities (μ)
s the basis of the analysis; the second (Eq. (2)), termed the
elative migration time ratio (RMTR), utilized two markers [14]
an extended discussion of these two forms of analysis can be
ound in this reference). The use of either forms of analysis
llowed for the estimation of Kb via a Scatchard plot. We have
ound that the use of Eq. (2) best compensates for variations in
lectroosmotic flow (EOF) caused by Joule heating and other
hanges in the constitution of the capillary. If minimal changes
n EOF exist either equation can be successfully used for ACE
nalysis:

�μP,A max
[A]
= Kb�μP,A −Kb�μP,A (1)

�RMTRP,A

[L]
= Kb�RMTRmax

P,A −Kb�RMTRP,A. (2)
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Fig. 4. A representative set of electropherograms of Van (darkened diamond, tri-
angle, circle, and open triangle) in 192 mM glycine–25 mM Tris buffer (pH 8.3)
ig. 3. Schematic of partial-filling multiple injection affinity capillary electroph

. Results and discussion

.1. PFMIACE: receptor as sample

In our first series of experiments we examined the binding
f 3 to Van. Van-group antibiotics kill bacterial cells by inhibit-
ng peptidoglycan biosynthesis by binding to the d-Ala d-Ala
erminus of the bacterial cell wall precursors [37–42]. Within
he past two decades there has been an increase in Van resistant
nterococci (VRE), thereby, making it increasingly important to
evelop new Van-group antibiotics. Using the PFMIACE tech-
ique, a buffer plug of 3 was introduced at a given concentration
f ligand (0.5 psi at 7.2 s) followed by a sample plug (0.5 psi at
s) containing the non-interacting standard MO, ligand plug,
nd then four plugs (0.5 psi at 3 s) of sample containing Van
Fig. 3). Between each injection of Van was placed a small plug
0.5 psi at 36 s) of buffer to aid in the separation of the Van zones
f solution. Upon application of a voltage the individual plugs of
ample migrate through the capillary and into the zone of 3. The
njection sequence was then repeated at increasing concentration
f ligand.

Fig. 4 shows a representative series of electropherograms of
an in a capillary partially filled with increasing concentrations
f 3. The height of the ligand plateaus present in the electro-
herograms increase as a result of the increasing concentration
f 3 partially filled in the capillary. As the concentration of 3
n the capillary increases the peak for the Van species shift to a
reater migration time due to complexation and the formation
f Van-3 which is more negatively charged than Van alone. The
nverted peaks are a result of the dilution of 3 in the ligand plug
pon complexation to Van. This effect is commonly observed in
CE studies and is more pronounced when the ligand is highly
hromophoric.

Fig. 5 details the Scatchard plots of the data for the Van peaks
ccording to Eq. (1). As can be seen the first three plugs of Van
esult in similar Scatchard plots. The last Van peak does not
ive a reliable Scatchard plot possibly due to the broadness of the

eak. In our earlier work on PFACE we found that if the inverted
eak(s) migrated too close to the peak of interest a Scatchard plot
ith poor correlation coefficient (R2) was realized [15]. Meth-
ds of decreasing the likelihood of this occurring include the

containing various concentrations of 3 using the partial filling multiple injection
affinity capillary electrophoresis (PFMIACE) technique. The total analysis time
in each experiment was 8.0 min at 25 kV (current 6.7 �A) using a 40.5 cm (inlet
to detector), 50 �m ID open, uncoated quartz capillary. MO (open circle) was
used as an internal standard. The asterisks are explained in the text.
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Table 2
Experimental values of binding constants Kb (103 M−1) of ligands 1–6 to Van
and Teic obtained by Eqs. (1) and (2)

Antibiotic Ligand Kb (103 M−1)

Van 1 7.2a

Teic 1 24.9b

Teic 2 78.1
Teic 4 62.4c

Van 4 102.4d

Teic 5 122.3e

Van 5 19.1f

a Previous estimates [1]: Kb = 3.7 × 103 M−1.
b Previous estimates [1]: Kb = 20.7 × 103 M−1.
c Previous estimates [1]: Kb = 15.5 × 103 M−1.
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Fig. 5. Scatchard plots of the data for Van and 3 according to Eq. (1).

se of a longer capillary, different voltage, and/or modification
n buffer pH. Still, it is not always possible to completely eradi-
ate the effects of the negative peak(s) on peak migration times
s the electrophoretic mobility (μ) of a species is dependent on
any variables some of which are out of control of the opera-

or. The migration time of the Van plugs did not allow for the
lacement of a marker between the first Van plug and marker
O and the initial Van peak. In addition, we were unable to use
second marker that migrated after the last plug of Van because

he two markers used (NAD and 4-carboxybenzenesulfonamide
CBSA]) migrated at similar migration times as the inverted
eaks. Hence, Eq. (1) was used for the analysis instead of Eq. (2).

Table 1 summarizes the binding data obtained for Van and
igand 3. The average binding constant was determined to be
9.5 × 103 M−1. In our previous work using MIACE we deter-
ined a value for Kb of 22.3 × 103 M−1 [1]. Note, that this

tudy was conducted at a different pH so it is difficult to com-
are the values for Kb between the two techniques. At present,
e are examining the two techniques under the same experimen-

al conditions to determine which method best realizes accurate
inding constant data. Now that the proof of concept for PFMI-
CE was demonstrated we then examined several other ligands.

able 2 lists the values for Kb obtained for peptides 1, 4, and 5.
he values for Kb for ligand 1 and 4 were approximately 2.0 and
.5 times as large using PFMIACE than MIACE. On the other
and 5 was slightly smaller than that found for MIACE. We have

able 1
xperimental values of binding constants Kb (103 M−1) of ligand 3 to Van
btained by Eq. (1)

an peak Kb (103 M−1) R2

20.3 0.937
19.1 0.934
19.0 0.967
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c
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n
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b
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i

d Previous estimates [1]: Kb = 40.0 × 103 M−1.
e Previous estimates [1]: Kb = 21.5 × 103 M−1.
f Previous estimates [1]: Kb = 25.9 × 103 M−1.

ound that variable values for binding constants can be obtained
ased on differences in voltage, buffer strength, capillary length,
nd receptor concentration.

We then examined the binding of Teic to ligands 1, 2, 4, and
. Like Van, teicoplanin (Teic) inhibits cell wall synthesis by
mpeding the action of transglycosylases and transpeptidases. It
as a linear heptapeptide structure which is cross-linked between
esidues 1–4, and 4 and 6 by diphenyl ether bridges. It is cross-
inked by a biphenyl bridge between residues 5 and 7. Teic
s composed of a mixture of smaller analogue forms termed
–A1–1 through T–A1–5 [20]. The analogues differ by about
0 g/mol due to the variation in the carbon chain and the sub-
tituent groups of the hydrophobic acyl side chain.

A similar injection sequence was used for analysis of Teic
nd the ligands. Table 2 summarizes the binding data for these
igands to Teic. The value obtained for the Kb for ligand 1 was
omparable for both PFMIACE and MIACE. For ligands 4 and 5
he values obtained for PFMIACE were 4 and 6 times larger than
or MIACE. We are unable to explain the difference in binding
onstants but studies are continuing to determine optimal assay
onditions for the PFMIACE technique [1].

One of the major advantages of PFMIACE over MIACE
nd other ACE techniques is the quantity of sample used in
he experiment. Whereas in MIACE multiple zones of Van,
igrate through a constant flow of solution containing ligand, in
FMIACE the capillary is only partially filled with ligand. The
mount of ligand used in PFMIACE analysis for Van and Teic
s 170 and 89 pmol, respectively; in MIACE 592 pmol. Hence,
here is a clear advantage in using PFMIACE over MIACE
specially when limited quantities of ligand are available as is
ommon in the pharmaceutical industry and in combinatorial
hemistry practices.

We then wanted to prove that another receptor–ligand com-
ination could be accurately assessed using the PFMIACE tech-
ique. Here, we examined the binding of arylsulfonamides to
he enzyme CAB. CAB is a zinc protein of the lyase class that

atalyzes the equilibration of dissolved carbon dioxide and car-
onic acid. It is strongly inhibited by sulfonamide-containing
olecules. We chose the CAB system for several reasons: (1)

t does not absorb to the walls of the uncoated capillaries; (2)
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Fig. 6. A representative set of electropherograms of CAB (darkened diamond,
square, triangle) in 192 mM glycine–25 mM Tris buffer (pH 8.3) containing
various concentrations of 7 using the PFMIACE technique. The total analysis
t
(
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Table 3
Experimental values of binding constants Kb (106 M−1) of ligands 7–11 to CAB
obtained by Eq. (2) and values for the correlation coefficient (R2)

Ligand Kb (106 M−1) (R2)

7 0.19 (0.996)
8 0.46 (0.961)
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ime in each experiment was 8.0 min at 25 kV (current 8.0 �A) using a 40.5 cm
inlet to detector), 50 �m ID open, uncoated quartz capillary. MO (open circles)
nd HHM (open squares) were used as internal standards.

e have data describing its electrophoretic behavior in other cir-
umstances; (3) it is commercially available and inexpensive; (4)
igands for it can be easily synthesized, and; (5) many ligands
ind to it with values of Kb between 105 and 109 M−1.

Using a similar series of injections as that used for the Van

tudies, three samples of CAB were injected onto the capillary
olumn and their binding to ligand 7 examined (Fig. 2). Fig. 6
hows a representative series of electropherograms of CAB in
capillary partially filled with increasing concentrations of 7

i
d
l
t

ig. 7. A schematic representation of the sample injection sequence using the partial
o Van, Rist, and Teic.
9 0.59 (0.956)
0 2.48 (0.945)
1 0.19 (0.973)

t 200 nm. Compound 7 is negatively charged and when bound
o CAB shifts the migration time of the CAB-7 complex to a
reater migration time. Table 3 lists the values for Kb for lig-
nds 7–11 binding to CAB. The small negative peaks to the right
f the final CAB peak represent the dilution of ligand in the elec-
rophoresis buffer upon binding to CAB. The voids are common
n ACE techniques and are more pronounced when the ligand
or receptor) in the running buffer is highly chromophoric.

.2. PFMIACE: ligand as sample

ACE can exploit either changes in migration time of a recep-
or on complexation to a ligand or vice versa. As long as there
s a change in charge and significant change in mass between
ncoupled and coupled species (and as long as Kon and Koff are
ppreciably fast) then a shift in migration time will occur and a
inding constant elucidated. When exploring the binding simul-
aneously of two or more species in a sample criteria for the
ssay is that both species either have different charges or a sig-
ificant difference in molecular weight. From previous work, we
stablished that ligands 3 and 6 failed to separate using conven-
ional CE as both have the same charge and varied in molecular
eight by only 14 g/mol. We, though, were able to successfully

eparate both ligands using the MIACE technique. To further
xpand on the MIACE technique we chose to couple it to partial
lling techniques.

Fig. 7 shows a schematic representation of the injection
lug sequence. In this technique, separate plugs of sample
olution (3.6 nL) containing the marker (MO), second marker
NADH), 6, buffer (18.0 nL), and 3 (18.0 nL) were introduced
ia pressure injection followed by partially filling the capillary
ith an antibiotic. Upon electrophoresis, the plug of antibi-
tic migrates into the zones of the two ligands due to it hav-

ng a greater electrophoretic mobility. There is sufficient time
uring electrophoresis for equilibrium to be established. The
igand–antibiotic complex is then detected by UV–vis absorp-
ion. Analysis of the change in the migration time of the ligands

filling multiple injection technique to estimate binding interactions of 3 and 6
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Fig. 8. A representative set of electropherograms of ligands 3 (darkened square)
and 6 (darkened circle) in 192 mM glycine–25 mM Tris buffer (pH 8.3) contain-
ing various concentrations of Van using the partial filling multiple-injection
affinity capillary electrophoresis (PFMIACE) technique. The total analysis time
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n each experiment was 7.0 min at 25 kV (current 8–12 �A) using a 50 cm (inlet
o detector), 50 �m ID open, uncoated quartz capillary. MO (open circle) and
AD (open square) were used as internal standards.

elative to the standards, as a function of the concentration of the
ntibiotic yields a value for the Kb. In the present study we exam-
ned four peptides and their binding to Van, Rist, and Teic. Fig. 8
llustrates a representative series of electropherograms of 3, 6,
nd increasing concentrations of Van partially filled in the cap-
llary column. Upon increasing the concentration of Van a shift
n the migration time of 3 and 6 is observed. The newly formed
an-3 and Van-6 complexes have different charge-to-mass ratios

han the unbound species causing a shift to less migration time

elative to the standards. The two markers (MO and NAD) are
naffected during the experiment.

Increasing concentrations of Van can be seen as a height
ncrease of the Van plateaus. The distinctive box-like shape

c
g
i
e

ig. 9. Scatchard plots of the data for ligands 3 and 6 and Van according to Eq.
2).

epresents the peak corresponding to the Van zone. The near-
orizontal box is proof of a uniform injection of antibiotic and
stable concentration of Van in the capillary column. Further

roof of binding interaction is the negative peaks indicating
ilution of Van upon complexation with the ligands. At the
ero concentration of Van, the peaks are base-line resolved
learly showing the separation between ligands 3 and 6. At
Van] = 60 �M the peaks for 3 and 6 have completely shifted
o the left of the NAD marker. Further increasing the concen-
ration of Van shifts the Van-3 and Van-6 complexes to even
horter elution times. The extra peak between MO and 6 is excess
-Ala-d-Ala peptide from the reaction. Only six electrophero-
rams were reproduced in order to grant clarity to Fig. 8 although
ore concentrations were used to obtain the Kb.
The dual marker form of analysis was used to calculate

b. Fig. 9 are the Scatchard plots for ligands 3 and 6 bind-
ng to Van. The data illustrates that ligand 6 binds stronger to
an than ligand 3 with similar magnitude. Previous work using
IACE observed that the Kb is smaller for ligands 3 and 6 (9.8

nd 11.4 × 103 M−1, respectively) [1]. Table 4 lists the values
btained using the PFMIACE technique. Ligands 4 and 5 were
lso studied with Van. The data suggests that ligand 5 is a much
tronger binder to Van than ligand 4 (273.1 and 81.5 × 103 M−1,
espectively). Our results show that different binding constants
re obtained for 3–6 to Van contrary to previous studies that have
hown that modification at the N-terminus does not significantly
ffect binding. It is possible that upon complexation to Van, the
ide group of the amino acid alpha to the d-Ala-d-Ala terminus
eptide might cause a structural change to the binding pocket and
hanging the proximity of the five key hydrogen bonds, hence,

iving either a favorable or unfavorable interaction. Moreover,
nteractions such as hydrophilic, hydrophobic, esterics, and oth-
rs might also play a role in the different binding affinities.
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Table 4
Experimental values of binding constants Kb (103 M−1) of ligands 3–6 to Van,
Rist, and Teic obtained by Eq. (2) and values for the correlation coefficient (R2)

Ligand Kb

Van Rist Teic

3 16.9 (0.977)a 16.6 (0.907)b 68.3 (0.938)c

4 81.5 (0.959) 35.4 (0.972)d 108.8 (0.930)
46.9 (ITC)

5 273.1 (0.935) 25.7 (0.920)e 13.5 (0.950)
40.0 (ITC)

6 60.5 (0.995)f 16.0 (0.916)g 68.5 (0.887)h

29.3 (ITC)

a Previous estimates [21]: Kb = 41.6 × 103 M−1 (pH 7.5).
b Previous estimates [1,21]: Kb = 41.4 × 103 M−1 (pH 8.3), Kb = 8.2 ×

103 M−1 (pH 7.5).
c Previous estimates [21]: Kb = 21.8 × 103 M−1 (pH 7.5).
d Previous estimates [1]: Kb = 16.4 × 103 M−1 (pH 8.3).
e Previous estimates [1]: Kb = 25.3 × 103 M−1 (pH 8.3).
f Previous estimates [21]: Kb = 174.5 × 103 M−1 (pH 7.5).
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Fig. 10. Sample raw data for the titration of 4 into Rist at 25 ◦C. In the top panel,
the peaks in the lower data set show a heat produced by 15 �L serial injections
of 1.16 mM 4 into 1.463 mL of 0.108 mM Rist contained in the sample cell of
t
i
i

b
there can be some improvement in reproducibility since only
one electrophoretic run is required per concentration of ligand
thereby lessening the potential for instrument and technician
error although we saw little variance in our statistical analysis.

Table 5
Comparison between receptor PFMIACE, standard ACE, and MIACE for a
typical binding assay

Variable PFMIACE Standard ACEa MIACE

Volume of receptor 43.2 nL 43.2 nL 43.2 nL
Moles of receptor 5.82 pmol 5.82 pmol 5.82 pmol
Volume of ligand 2.77 �L 116.26 �L 23.25 �L
Moles of ligand 0.32 nmol 13.58 nmol 2.72 nmol
Time for assay 54–72 minb,c 270 minb,c 54–72 minb,c

a Based on five repetitions for each ligand concentration.
b The length of the experiment is dependent on the number of ligand con-

centrations utilized in the assay and in the experimental conditions including,
for example, length of capillary column, voltage, and buffer. In this compari-
Previous estimates [1,21]: Kb = 9.1 × 10 M (pH 8.3), Kb = 52.4 ×
03 M−1 (pH 7.5).
h Previous estimates [21]: Kb = 185.1 × 103 M−1 (pH 7.5).

A series of experiments were also conducted with Rist. Like
an, Rist is a glycopeptide antibiotic which inhibits cell wall
eptidoglycan biosynthesis in susceptible bacteria by binding
o key peptidoglycan intermediates. Table 4 illustrates the data
fforded by the PFMIACE technique.

We used isothermal titration calorimetry (ITC) to examine the
inding of peptides 4–6 to Rist [43]. Fig. 10 is the ITC sample
ata for the titration of 4 to Rist. The data for the ITC studies
re found in Table 4. As can be seen there is close agreement
etween the data from ACE and ITC. It was also determined that
igands 4–6 bind to Rist with stoichiometry of 1. Binding studies
f ligands 3–6 to Teic were also examined. The data obtained is
isted in Table 4.

The PFMIACE technique affords numerous advantages: one,
ven smaller quantities of sample are required than in tradi-
ional ACE assays. Two, the capillary need only be partially
lled with receptor/ligand. An important point when nominal
uantities of material are available. Three, like the MIACE tech-
ique, it is possible to obtain multiple binding constants for
ifferent species, thus shortening the time required to conduct
he experiment. Table 5 is a general comparison between PFMI-
CE, standard ACE, and MIACE. In standard ACE a single plug
f receptor is injected into the capillary column in increasing
oncentration of ligand in the electrophoresis buffer. A shift in
igration time of the receptor on change of ligand concentration

s used for the analysis of a binding constant. Due to variations
n EOF multiple experimental runs are conducted which length-
ns the time of the binding assay. As can be seen the amount
f ligand used in PFMIACE is much smaller than in standard
CE techniques and is almost one order of magnitude smaller

han in the original MIACE method. The length of the time

or the PFMIACE method (and MIACE technique) is variable
epending on the length of the capillary column, voltage, buffer
onicity, etc. but, overall, it is less than 30% the time required for
tandard ACE. In turn, a higher throughput of samples is possi-

s
e

e

he calorimeter. Integration of these peaks produces the binding isotherm shown
n bottom panel (solid squares). The points are fitted to a model for a single
ndependent binding site.

le with PFMIACE than with typical ACE techniques. Finally,
on, nine different electrophoretic runs are assumed and a similar duration of
lectrophoresis was assumed. The buffer conditions are comparable.
c Time noted is the amount of time for electrophoresis. Excludes time between

ach electrophoresis run, change of sample, and buffer wash.
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. Conclusion

We have demonstrated the development of partial filling mul-
iple injection ACE (PFMIACE) using as model systems the
lycopeptide antibiotics vancomycin, teicoplanin and ristocetin
nd carbonic anhydrase B. In PFMIACE, partial filling and
ultiple injection techniques are coupled to each other. Two

echniques are described. In the first, multiple plugs of receptor
re injected into the capillary column which migrate with equal
lectrophoretic mobility into a zone of ligand where a dynamic
quilibrium is established prior to detection. Multiple binding
onstants are subsequently determined for the same biological
nteraction which are similar in agreement to those obtained via
ther ACE techniques. In the second, separate plugs of sample
ontaining non-interacting standards, peptides, and buffer are
njected into the capillary column and electrophoresed. Peptides

igrate through the column at similar electrophoretic mobilities
ince their charge-to-mass ratios are approximately the same but
emain as distinct zones due to the buffer plugs between pep-
ides. The electrophoresis is then carried out in an increasing
oncentration of antibiotic in the running buffer. The shift in
he migration time of the peptides upon binding to the antibi-
tic is used for the Scatchard analysis and measurement of
Kb.

PFMIACE offers a number of advantages over other ACE
echniques. Specifically, a typical binding assay utilizes less
eceptor and ligand than that used in other ACE methods. Addi-
ionally, since only electrophoretic run needs to be conducted
er concentration of ligand thereby yielding multiple binding
onstants for the same interaction concurrently, the technique
s faster than other ACE techniques. Finally, a single elec-
rophoretic can lessen the propensity of instrument error and/or
ariability in peak migration times that can lead to a poor analysis
f the data although we did not see any marked improvement in
eproducibility when comparing PFMIACE and standard ACE.
uture work is focused on expanding the technique to other sys-

ems and in further modifying the technique for use with even
maller sample volumes.
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bstract

In this paper, 2-(2′-hydroxy-phenyl)-4(3H)-quinazolinone (HPQ), a typical compound that exhibits excited state intramolecular proton transfer
ESIPT) reaction and possesses good photophysical properties, is synthesized and used as fluoroionophore for Fe3+ sensitive optochemical sensor.
he decrease of fluorescence intensity of HPQ membrane upon the addition of Fe3+ was attributed to the blocking of ESIPT reactions of HPQ and
uenching its fluorescence. The effect of the composition of the sensing membrane was studied, and experimental conditions were optimized. The
ensor shows a linear response toward Fe3+ in the concentration range of 7.1 × 10−7 M to 1.4 × 10−4 M with a limit of detection of 8.0 × 10−8 M,

nd a working pH range from 2.5 to 4.5. It shows excellent selectivity for Fe3+ over a large number of cations such as alkali, alkaline earth and
ransitional metal ions. The proposed sensor is applied to the determination of the content of iron ions in pharmaceutical preparations samples with
atisfactory results.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Iron is widely distributed in nature and is one of the most
mportant elements in biological systems, which plays a crucial
ole in many biochemical processes at the cellular level. It is an
ssential element for the formation of hemoglobin of red cells
nd plays an important role in the storage and transport of oxygen
o tissues. Iron is indispensable for most organisms, and both
ts deficiency and overload can induce various disorders. Iron

etabolism disorders have been reported to cause anemia as well
s the liver and kidney damage (hemochromatosis) which might
ltimately cause liver cancer, liver cirrhosis, arthritis, diabetes or
eart failure [1]. Recent studies have linked neurodegenerative

isorders such as Parkinson’s disease to elevated iron levels [2].
ron also plays a key role in some important infectious diseases
uch as malaria [3].
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The development of reliable sensing methods for iron ions
s, therefore, of considerable importance for environment and
uman health. Several techniques such as spectrophotometry
4–6], atomic absorption spectroscopy [7], chemiluminescence
8] and voltammetry [9] have been used for iron assay in var-
ous samples. Some techniques necessitate the use of sophis-
icated instrumentation and require complicated pretreatment
rocedures, not suitable for on-line or in-field monitoring. The
ensor technology is much simpler in instrumental implementa-
ion and sample preparation. Owing to the advantages of simple,
apid and non-destructive characteristics, many potentiometric
ensors for iron-selective assay have been reported in the past
ecades [10–13]. However, this kind of sensor faced a problem
elated to the low response slopes due to a charge of analyzed
ons (a theoretical Nernstian slope towards Fe3+ ion should be
bout 20 mV/decade, which is relatively low and sometimes lays
n a range of sensor absolute error). The development of flu-

rescent chemical sensors for physiologically relevant alkali,
lkaline earth metal ions, as well as heavy and transition metal
ons has attracted considerable attention in recent years [14–17],
s such sensors can offer advantages in terms of size, electrical
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Table 1
Compare of proposed sensor with reported fluorescent chemical sensors

Fluorophore Limit of detection (M) Working range (M) Response time Interference of other metal ions

HPQ (this work) 8.0 × 10−8 7.1 × 10−7 to 1.4 × 10−4 1 min No interference at 0.1 mM
Pyoverdin [18] 6.0 × 10−8 6.0 × 10−8 to 3.6 × 10−6 2 min Fe2+ interference
Calix[4]arene [19] ND ND ND Cu2+ interference
NN525 [20] 6.24 × 10−8 6.24 × 10−8 to 1.5 × 10−7 ND Fe2+ and Co2+ interference
F 10−
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unctionalized lipid membrane [21] ND 1.0 ×
lexa fluor 488 [22] 1.8 × 10−7 2.0 ×
D: not discussed.

afety, costs, not requiring a reference element, and the fact that
he analytical signal is free of the influence of an electromagnetic
eld and easy to transmit over a long distance. The fluorescent
hemical sensors for Fe3+ ions have been the subject of a series
f investigations [18–22], though sensors for Fe3+ reported so
ar usually have interference problems caused by other transition
etals cations such as Cu2+ or Co2+ (Table 1). Besides intense
uorescence, searching for new fluorophores for iron ions with
igh selectivity, excellent photostability and large Stokes shifts
s still a challenge for analytical chemistry research. Exam-
les of recent advances along this line have been the synthesis
f some new Fe3+ carriers including a tailor-made dithia-aza-
xa macrocycle linked boron dipyrromethene type dye [23],
,8-bis(4,4′-diisopropyl-9,9′-diacridyl)naphthalene [24] or anti-
,8-bis(2,2′-diisopropyl-4, 4′-diquinolyl)naphthalene [25].

Fluorescent dyes that exhibit excited state intramolecu-
ar proton transfer (ESIPT) reactions have attracted great
nterest for several decades because such compounds show
ood photophysical properties such as intense luminescence,
arge Stokes shifts and significant photostability [26–28].
everal fluorescent chemical sensors for various analytes
ased on compounds undergoing ESIPT reactions have been
eported in the past decade [29–32]. 2-(2′-Hydroxy-phenyl)-

(3H)-quinazolinone (HPQ), a typical compound exhibiting
SIPT reaction with a mechanism similar to that of 2-

2′-hydroxyphenyl)benzothiazole [26] (Scheme 1), had been
eported to show good photophysical properties, and be applied

Scheme 1. Basic mechanism for ESIPT reaction of HPQ.
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6 to 1.0 × 10−4 ND Fe2+, Cr3+, Cu2+ interference
7 to 1.5 × 10−5 3 min Cu2+ interference at 1 �M

n the preparation of fluorescent compositions of inks and enam-
ls, as well as fluorescent precipitating substrates for various
nzymes [33–35]. Up to date, HPQ derivatives are scarcely
eported as sensing materials for chemical sensors in analytical
hemistry. In the context of our long-term interests in searching
or novel carriers for sensors [36–38], we try to use HPQ deriva-
ives as fluoroionophores of optochemical sensors for metal ions.
uch compounds are generally insoluble in water and highly
uorescent in the solid state, displaying a large Stokes shift and
ignificant photostability due to ESIPT reactions. After selec-
ively binding with some metal ions, ESIPT reactions of HPQ

ight be blocked and its fluorescence quenched. Herein we
eport the use of several compounds with ESIPT reactions as
ensing materials for the preparation of Fe3+ sensitive opto-
hemical sensors. An optode based on HPQ as a fluoroionophore
hows fluorescent response toward Fe3+ with a wide linear con-
entration range, high selectivity and fast response time. The
ensor is preliminary applied in determination of the content of
ron ions in pharmaceutical preparations with satisfied results.

. Experimental

.1. Reagents

High molecular weight poly(vinyl chloride) (PVC), bis(2-
thylhexyl) phthalate (DIOP), dibutyl phthalate (DBP),
is(2-ethylhexyl) sebacate (DOS) and sodium tetraphenyl-
oron (NaTPB) were purchased from Shanghai Chemical
eagents (Shanghai) and used as received. 2-(2-Hydroxyphe-
yl)benzoxazole (HPBO) and 2,3-dichloro-5,6-dicyano-l,4-
enzoquinone (DDQ) were obtained from Sigma–Aldrich.
efore used, anhydrous ethanol was subjected to simple distilla-

ion from MgSO4. Except when specified, other chemicals were
f analytical reagent grade and used without further purification.
oubly distilled water was used throughout all experiments.

.2. Synthesis of HPQ

HPQ was synthesized by a modified procedure of literature
34]. In a 100 ml three-necked flask, anthranilamide (1.36 g,
0 mmol) and salicylaldehyde (1.22 g, 10 mmol) were added
n anhydrous ethanol (60 ml) and refluxed for 50 min. Then

-toluensulfonic acid (0.04 g, 0.21 mmol) was added and the
eaction mixture was allowed to reflux for another 2 h. The
eaction solution was cooled to room temperature, and DDQ
2.28 g, 10 mmol) was added. The mixture was stirred at room
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Fig. 2. Fluorescence emission spectra of the HPQ sensing membrane in the
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Fig. 1. Structure of HPQ, MHPQ and HPBO.

emperature for 2 h, and filtered to collect the brown solid. After
imple purification by washing with cold ethanol (3 × 10 ml),
PQ (1.98 g, 83%) was obtained as a pale yellow solid. 1H
MR (DMSO-d6) δ 8.24–8.12 (2H, m, ArH), 7.85–7.73 (2H,
, ArH) 7.57–7.41 (2H, m, ArH) 7.01–6.91 (2H, m, ArH). Melt

oint: 301 ◦C (literature: 297–298 ◦C).

.3. Synthesis of
-(2′-hydroxy-5′-methoxy-phenyl)-4(3H)-quinazolinone
MHPQ)

MHPQ (shown in Fig. 1) was synthesized by the reaction
f anthranilamide with 2-hydroxy-5-methoxybenzaldehyde fol-
owing the similar procedure of HPQ. Spectroscopic and phys-
cal properties concur with published data [34].

.4. Apparatus

All fluorescence measurements were carried out on a
erkin-Elmer LS55 luminescence spectrometer with excita-

ion slit set at 5 nm and emission slit at 10 nm. A home-made
oly(tetrafluoroethylene) flow-cell described elsewhere [38] and
bifurcated optical fiber (30 + 30 quartz fibers, diameter 6 mm

nd length 1 m) were used for the Fe3+ measurements. The
xcitation light was carried to the cell through one arm of the
ifurcated optical fiber and the emission light collected through
he other. A glass plate (diameter 10 mm) covered with sens-
ng membrane was fixed on the top of the flow chamber by the

ounting screw nut with the membrane contacted with the sam-
le solution.

The standard solution of Fe3+ was obtained by serial
ilution of 1.0 × 10−2 M FeCl3 solution and buffered with
aOAc–HOAc (pH 3.96). The pH measurements were carried
ut on a Mettler-Toledo Delta 320 pH meter.

.5. Preparation of optode membrane

The optode membrane solution was prepared by dissolving
mixture of 3.1 mg of HPQ, appropriate amount of sodium

etraphenylborate, 50 mg of PVC, and 100 mg of plasticizer in

ml of freshly distilled THF. A glass plate (diameter 10 mm)
as mounted on a spinning device and then rotated at a fre-
uency of 800 rpm. Using an asyringe, 0.1 ml of the membrane
olution was sprayed to the center of the plate. A membrane of

o
c
λ

a

resence of different concentration of Fe3+: (1) blank solution; (2) 5.0 × 10−7 M;
3) 2.0 × 10−6 M; (4) 5.0 × 10−6 M; (5) 1.0 × 10−5 M; (6) 5.0 × 10−5 M; (7)
.0 × 10−4 M; (8) 5.0 × 10−4 M; (9) 1.0 × 10−3 M. (10) 5.0 × 10−3 M.

bout 4 �m thickness was then coated on the glass slides and
ried in ambient air at room temperature for 24 h before used.

.6. Measurement procedure

Two arms of the bifurcated optical fiber were fixed in the
etecting chamber of the spectrofluorometer to carry the exci-
ation and emission light. The fluorescence intensity was mea-
ured with the maximal excitation wavelength of 364 nm and
t the maximal emission wavelength of 492.5 nm. The sam-
le solution was driven through the flow-cell by a peristaltic
ump (Guokang Instruments, Zhejiang, China) at a flow rate
f 1.4 ml min−1. After each measurement, the flow-cell was
ashed with a NaOAc–HOAc buffer solution (pH 3.96) until the
uorescence intensity of the optode reached the original blank
alue.

.7. Sample preparation

After carefully peeling off the coat, the multi-vitamin tablets
ere ground into powder. A 10 mg of powder was then dissolved

n 1 ml of aquaregia first and heated to dryness to oxidize Fe2+

o Fe3+. After being cooled, it was transferred into a calibrated
ask and diluted to 10 ml with NaOAc–HOAc (0.1 M, pH 3.96)
uffer solution and then filtered for analytical determination.

. Results and discussion

.1. Fluorescence quenching of optode by Fe3+

HPQ is a typical compound exhibiting ESIPT reactions
ith excellent photophysical properties. In this paper, we use
PQ derivatives as fluoroionophores of optochemical sensors

or Fe3+. Fig. 2 shows the fluorescence spectra of HPQ-based

ptode membrane exposed to a solution containing different
oncentrations of Fe3+, which are recorded at λex = 364 nm,
em = 450–600 nm. Owing to its ESIPT reactions, HPQ exhibits
n intensive fluorescence emission at 492.5 nm with a large
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Fig. 3. Relative fluorescence intensity α as a function of log[Fe3+].
The curves fitting the experimental data were calculated from Eq. (1)
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sitive materials including HPQ, HPBO, MHPQ with DOS as
plasticizer to study the effect of sensing materials. The results
are shown in Table 2.

Table 2
The effect of sensing materials on the response behaviors of optodes

Optode Sensing material Working concentration range (M)

1 HPQ 3.6 × 10−6 to 2.1 × 10−4
74 X.-B. Zhang et al. / T

tokes shift (128.5 nm) when excited by the radiation of 364 nm.
fter selectively binding with Fe3+, ESIPT reactions of HPQ
as blocked and its fluorescence quenched. From Fig. 2, one

an see that the fluorescence intensities of the optode membrane
ecrease with the increase of Fe3+ concentration, which con-
titutes the basis for the determination of Fe3+ with the optical
ber sensor proposed in this paper.

.2. Principle of operation

While contacting with HPQ-based optode, Fe3+ in aque-
us sample solution was extracted into the membrane phase
nd interacted with HPQ. Suppose a complexation equilibrium
etween Fe3+ (B) in the aqueous sample solution and HPQ (A)
n the organic membrane phase is established with formation of
complex with a complexing ratio of m:n, one has [37,38]:

B (aq)
Kd�mB (org), mB (aq) + nA (org)

β
�AnBm (org),

.e. mB (aq) + nA (org)
K�AnBm (org) (1)

Here Kd,β, and K are the distribution coefficient, the apparent
omplex formation constant of AnBm, and the over-all equilib-
ium constant of the reaction, respectively. When the difference
etween the activity and concentration is neglected for sim-
lification, the corresponding equilibrium constant K can be
xpressed by the law of mass action:

= Kdβ = [AnBm](org)

[A]n(org)[B]m(aq)
(2)

When the concentrations of Fe3+ and HPQ inclusion complex
n membrane are low, the observed fluorescence intensity of the

embrane is a sum of several contributions:

0 = KACA(org) (3)

= KA[A](org) +KB[B](org) +KAnBm [AnBm](org) (4)

here F0 is the fluorescence intensity of the HPQ complex
ensing membrane when it is exposed to blank solution, F the
uorescence intensity of the HPQ complex sensing membrane
hen exposed to Fe3+ solution and CA(org) is the total concen-

ration of HPQ in the membrane.
To indicate the degree of association between HPQ inclusion

omplex and Fe3+ in the optode membrane, a response parame-
er, α, needs to be introduced and defined as follows:

= CA(org) − [A](org)

CA(org)
= n[AnBm](org)

CA(org)
(5)

It can be derived from Eqs. (3) to (5) that

= F − F1 (6)

F0 − F1

here F1 represents the fluorescence intensity of the HPQ mem-
rane when HPQ is completely complexed with Fe3+. Combin-
ng Eqs. (2) and (5), the relationship between the α and Fe3+

M
a

:n = 3:1, K = 6.17 × 104; Eq. (2) m:n = 2:1, K = 5.42 × 105; Eq. (3) m:n = 1:1,
= 7.12 × 106 ; Eq. (4) m:n = 1:2, K = 5.64 × 108; Eq. (5) m:n = 1:3,
= 2.37 × 1011. The dots are obtained from the experiment.

oncentration [B](aq) can be represented as

αn

1 − α
= 1

nKCn−1
A(org)[B]m(aq)

(7)

From Eq. (7), it can be seen that when the stoichiometric ratio
f complex changes, the relative fluorescence intensity value α
ith the various concentration of Fe3+ exhibits different func-

ional relationships.
According to Eq. (7), the experimental data were fitted by

ltering the ratio of m–n and the equilibrium constant K. Fig. 3
hows the fitted curve for the determination of Fe3+. The curve
f the 1:1 complex ratio and K = 7.12 × 106 was in agreement
ith the experimental data, which can serve as the calibration

urve. A linear range for Fe3+ covered from 7.1 × 10−7 M to
.4 × 10−4 M.

.3. Optimization of membrane compositions

Several optode membranes were prepared using different sen-
2 MHPQ 6.7 × 10−6 to 3.2 × 10−4

3 HPBO 8.9 × 10−4 to 4.2 × 10−2

embrane composition for each optode was: 2% sensing material, 65% DOS
nd 33% PVC (w:w).
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Table 3
The effect of NaTPB on the response behaviors of optodes

Optode Content of NaTPB Working concentration range (M)

1 0 3.6 × 10−6 to 2.1 × 10−4

2 1% 9.8 × 10−7 to 3.6 × 10−4

3 2% 8.7 × 10−7 to 3.9 × 10−4

4 −7 −4

5

o
o
o
h
m
t
H
E
b
g
f
a
o
t
T
H
i
s
n

w
p
b
w
(
a

r
o
c
N
t
n
s
w
c
c
e
c
t
N
o
r
o
p
e

F
c

3

s
d
c
d
p
o
2
fl
pH value. This phenomenon might be caused by extraction of H
from aqueous solution into the optode membrane at high acid-
ity, which causes the protonation of the nitrogen atom on HPQ
and blocks its ESIPT reaction. In the section of higher pH value,

Table 4
Interference of different species to the fluorescence determination of Fe3+ with
the proposed optode

Interferant Concentrationa

(M)
Fluorescence
(�F = F − F0)b

Relative error%
(�F/F0) × 100

Na+ 1.0 × 10−1 3.21 ± 0.36 0.53
Li+ 1.0 × 10−1 5.82 ± 0.41 0.97
K+ 1.0 × 10−1 6.41 ± 0.64 1.07
Mn2+ 1.0 × 10−2 4.37 ± 0.32 0.73
Mg2+ 1.0 × 10−2 −9.78 ± 0.67 −1.63
Ca2+ 1.0 × 10−2 8.61 ± 0.41 1.44
Al3+ 1.0 × 10−2 9.64 ± 0.55 1.61
Ag+ 1.0 × 10−3 4.36 ± 0.38 0.73
Cd2+ 1.0 × 10−3 7.61 ± 0.62 1.27
Hg2+ 1.0 × 10−3 −4.57 ± 0.54 −0.76
Zn2+ 1.0 × 10−3 −9.94 ± 0.68 −1.66
Ni2+ 1.0 × 10−3 8.53 ± 0.51 1.42
Pb2+ 1.0 × 10−3 −10.79 ± 0.73 −1.80
Cu2+ 1.0 × 10−3 −9.53 ± 0.46 −1.59
Co2+ 1.0 × 10−4 −6.87 ± 0.39 −1.15
Fe2+ 1.0 × 10−4 −13.66 ± 0.58 −2.29
3% 7.1 × 10 to 1.4 × 10
4% 4.1 × 10−6 to 6.3 × 10−4

From Table 2 one can see that the optode of HPQ shows
bviously better response characteristics towards Fe3+ than that
f MHPQ in terms of working concentration range, while the
ptode based on HPBO shows responses toward Fe3+ only in
igh concentration. The effect of the structure of the sensing
aterials to the optode response is obvious. From aforemen-

ioned discussion one can see that the fluorescence response of
PQ derivatives toward Fe3+ is associated with the blocking of
SIPT reactions of HPQ by Fe3+. The difference of structures
etween HPQ and MHPQ is that MHPQ possesses a methoxy
roup on the 5′ position of the phenolic group, while HPQ has no
unctional group on this position (Fig. 1). The methoxy group is
n electron-donating group, which locates on the para-position
f the hydroxy group of the phenolic group in MHPQ and cause
he decrease of polarity of the O–H band by conjugation effect.
he ESIPT reaction in MHPQ is, therefore, weaker than that of
PQ. Meanwhile, the binding capability of MHPQ towards Fe3+

s also weaker and shows worse response than that of HPQ. The
tructure of HPBO is obviously different from HPQ and seems
ot favorable for the Fe3+ binding.

Optodes with different plasticizers, DIOP, DBP, and DOS
ere also prepared using HPQ as the sensing membrane com-
onent. The optode with DOS as the plasticizer gave the
est response for Fe3+. In the experiment, we also find that,
ith the addition of lipophilic ion, sodium tetraphenylborate

NaTPB), the response characteristics of the optode membrane
re improved. The results are shown in Table 3.

From Table 3 one can see that the response concentration
ange of the optode membrane becomes wider as the amount
f NaTPB in the optode membrane increases, which might be
aused by the increasing hydrophilicity owing to the addition of
aTPB. This seems favorable for the Fe3+ approaching the solu-

ion/membrane interface and undergoing the reversible coordi-
ation/dissociation processes. Moreover, with the pH value of
ample solution fixing at 3.96, HPQ in the optode membrane
as expectable existing at a neutral form rather than a negative

harge form with proton removed from the phenol. As dis-
ussed in literature [39], lipophylic anionic sites (NaTPB) will
nhance response of neutral carrier (HPQ)-based sensor towards
ations (Fe3+). However, the response concentration range of
he optode membrane becomes narrower when the content of
aTPB is larger than 3%, which results in decreasing basic flu-
rescence intensity of the optode membrane. The experimental

esults show that the optode membrane composition consisting
f 2% HPQ, 3% NaTPB, 63% DOS, and 32% PVC (w/w) could
rovide the best response for Fe3+, which is chosen for further
xperiments.

w
(

ig. 4. Effect of pH on the determination of Fe3+ with proposed optode (the
oncentration of Fe3+ was fixed at 1.0 × 10−5 M).

.4. Effect of pH

The fluorescence intensity versus pH plot for the HPQ optode
hown in Fig. 4 was obtained by changing the solution pH with
ifferent NaOAc–HOAc buffer solutions and fixing the Fe3+

oncentration at 1.0 × 10−5 M. Considering the low acid con-
ition, a solution of a high concentration of Fe3+ might cause
recipitation of Fe(OH)3, so the experiment of the effect of pH
n the response of the optode was carried out at a pH range from
.0 to 5.5. It can be seen that, in the section of lower pH value, the
uorescence intensity of the optode decreased with decreasing

+

a The concentration of Fe3+ is fixed at 1.0 × 10−5 M (pH 3.96).
b F and F0 are the fluorescence intensities of the optode contacting
ith 1.0 × 10−5 M Fe3+solution with and without adding the interferant

F0 = 598.74); relative standard deviations were calculated with n = 3.
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Table 5
Determination of iron ion in vitamin samples using HPQ-based sensor

Sample Content of the sample (mg/100 mg) Found by the HPQ sensor (mg/100 mg)a Relative error (%)

1 5.62 5.68 ± 0.08 1.06
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2 4.71
3 3.85

a Relative standard deviations were calculated with n = 3.

he increase of fluorescence intensity of the optode seems to be
aused by the partial precipitation of Fe3+ to Fe(OH)3, which
ecrease the actual concentration of Fe3+ in the sample solution.
rom Fig. 4 one can see that, with the Fe3+ concentration fixing at
.0 × 10−5 M, acidity does not affect the fluorescence intensity
f the proposed optode in a range of pH from 2.5 to 4.5. Our fur-
her investigations show that a pH 3.96 NaOAc–HOAc buffer
olution provided a lowest limit of detection. It was selected,
herefore, in subsequent experiments.

.5. Response characteristics of the optode

The response curve of HPQ-based optode as shown in Fig. 3
dots) shows a linear response range covers from 7.1 × 10−7 M
o 1.4 × 10−4 M of Fe3+ in a pH 3.96 NaOAc–HOAc buffer
olution. The limit of detection for Fe3+ is 8.0 × 10−8 M cal-
ulated as three times the standard deviation of the blank. The
esponse time for Fe3+ concentration of 5.0 × 10−5 M is less
han 1 min. The short-time stability of the optode was tested by
ecording the fluorescence intensity of 5.0 × 10−5 M Fe3+ over
period of 12 h for 20 measurements. A relative standard devia-

ion of fluorescence reading of 1.8% was recorded. Meanwhile,
uring the continuous measurements of sample solutions for 4
eeks, the fluorescence intensity of the optode was dropped by
1.5%. Apparently, the lifetime of the optical membrane sensor
s acceptable for continuous analytical applications.

The reproducibility of the optode membranes preparation
s one of their important characteristics feature. This param-
ter was evaluated by performing five measurement cycles
ith five membranes with the same composition (sensing of
.0 × 10−5 M Fe3+ and regeneration with blank buffer solution).

relative standard deviation of fluorescence reading of 4.2%
or these optode membranes was recorded. The optode mem-
ranes are stored in buffer solution in the dark when not in use.
o detectable change of the intensity of fluorescence signal is

ound after 1 month, implying that the HPQ used is stable in a
embrane contacting with water.
The interference for a number of common species of the

uorescence determination of Fe3+was investigated. The exper-
ments were carried out by fixing the concentration of Fe3+

t 1.0 × 10−5 M and then recording the change of the fluores-
ence intensity before and after adding the interference into the
e3+ solution buffered with a NaOAc–HOAc solution (pH 3.96).
any common anions, such as Cl−, SO4

2−, and NO3
−, which

ight co-exist with Fe3+, were investigated for their effect on

he determination of Fe3+. No observable effects were found in
he interference studied. Some other anions, such as S2−, PO4

3−
nd OH−, which might react with Fe3+ and produce precipitate,
howed expectable obvious interfering effects on the Fe3+ assay.
.62 ± 0.02 −1.91

.92 ± 0.05 1.81

owever, these effects could be eliminated by pretreatment of
he sample solution with appropriate masking agents. The exper-
mental results for common metal cations presented in Table 4
eveal that most alkali, and alkaline earth metal cations, and
ome transition metal cations including Mn2+ and Al3+ exiting
n a concentration of 1.0 × 10−2 M do not show significant inter-
ering effect on the Fe3+ assay with relative error less than ±5%.

any other transition metal cations such as Ag+, Hg2+, Cd2+,
n2+, Ni2+, Pb2+ and Cu2+presenting in a concentration less than
.0 × 10−3 M do not show appreciable interfering effect on the
e3+ assay. However, Co2+ and Fe2+ exiting in the same concen-

ration show slight interfering effect on the Fe3+ assay. Further
esearch shows that Co2+ and Fe2+ present in a concentration
ess than 1.0 × 10−4 M can be tolerated with relative error less
han ±5%.

.6. Preliminary analytical application

The proposed sensor was applied to the determination of three
inds of multi-vitamin tablets. In these samples iron is in the
orm of Fe2+. It needs to be oxidized to Fe3+ first. A 1 ml of
he sample solution prepared as described in the experimental
ection was diluted with the NaOAc–HOAc (0.1 M, pH 3.96)
uffer solution to 50 ml and then analyzed using the proposed
ensor. Results are shown in Table 5.

It can be seen that the content of iron ions as determined by the
PQ optical fiber sensor was in good agreement with the nomi-
ated content in multi-vitamin tablets with the relative error less
han 2%. The present sensor seems useful for the determination
f iron ions in real samples.
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(2000) 537.
19] J.M. Liu, Q.Y. Zheng, J.L. Yang, C.F. Chen, Z.T. Huang, Tetrahedron Lett.

43 (2002) 9209.
20] L. Tarazi, N. Narayanan, J. Sowell, G. Patonay, L. Strekowski, Spectrochim.

Acta Part A 58 (2002) 257.
21] J.L. Pincus, C. Jin, W. Huang, H.K. Jacobs, A.S. Gopalan, Y. Song, J.A.
Shelnutt, D.Y. Sasaki, J. Mater. Chem. 15 (2005) 2938.
22] J.P. Sumner, R. Kopelman, Analyst 130 (2005) 528.
23] J.L. Bricks, A. Kovalchuk, C. Trieflinger, M. Nofz, M. Buschel, A.I. Tol-

machev, J. Daub, K. Rurack, J. Am. Chem. Soc. 127 (2005) 13522.
24] C. Wolf, X. Mei, H.K. Rokadia, Tetrahedron Lett. 45 (2004) 7867.

[

[

71 (2007) 171–177 177

25] G.E. Tumambac, C.M. Rosencrance, C. Wolf, Tetrahedron 60 (2004)
11293.

26] D.L. Williams, A. Heller, J. Phys. Chem. 74 (1970) 4473.
27] J. Catalán, F. Fabero, M.S. Guijarro, R.M. Claramunt, M.D.S. Maria, M.C.

Foces-Foces, F.H. Cano, J. Elguero, R. Sastre, J. Am. Chem. Soc. 112
(1990) 747.

28] L.M. Tolbert, K.M. Solntsev, Acc. Chem. Res. 35 (2002) 19.
29] K. Choi, A.D. Hamilton, Angew. Chem. Int. Ed. 40 (2001) 3912.
30] A.S. Klymchenko, A.P. Demchenko, J. Am. Chem. Soc. 124 (2002) 12372.
31] X. Zhang, L. Guo, F.Y. Wu, Y.B. Jiang, Org. Lett. 5 (2003) 2667.
32] M.M. Henary, Y. Wu, C.J. Fahrni, Chem. Eur. J. 10 (2004) 3015.
33] J.L. Rodgers, J.P. Milionis, US Patent 63,169,129 (1965).
34] J.J. Naleway, C.M.J. Fox, D. Robinhold, E. Terpetschnig, N.A. Olson, R.P.

Haugland, Tetrahedron Lett. 35 (1994) 8569.
35] Z. Diwu, Y. Lu, R.H. Upson, M. Zhou, D.H. Klaubert, R.P. Haugland,

Tetrahedron 53 (1997) 7159.
36] X.B. Zhang, C.C. Guo, J.B. Xu, G.L. Shen, R.Q. Yu, Analyst 125 (2000)

867.
37] X.B. Zhang, Z.Z. Li, C.C. Guo, S.H. Chen, G.L. Shen, R.Q. Yu, Anal.
Chim. Acta 439 (2001) 65.
38] X.B. Zhang, C.C. Guo, Z.Z. Li, G.L. Shen, R.Q. Yu, Anal. Chem. 74 (2002)

821.
39] M.M. Ardakani, H. Dehghani, M. Jalayer, H.R. Zare, Anal. Sci. 20 (2004)

1667.



A

i
d
f
s
p
w
©

K

1

t
o
o
g
o
t
s
P
a
o
t
t
f
l
b
c
a

0
d

Talanta 71 (2007) 19–24

Anodic voltammetric behavior of resveratrol and its electroanalytical
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bstract

The anodic voltammetric behavior of resveratrol was studied using cyclic and square wave voltammetric techniques. The oxidation of resveratrol
s irreversible and exhibits an adsorption controlled process which is of pH dependence. The oxidation mechanism was proposed in this work. The
ependence of the current on pH, the concentration and nature of buffer, and scan rate was investigated to optimize the experimental conditions
or the determination of resveratrol. It was found that the optimum buffer for the determination of resveratrol is 1.0 × 10−3 M KCl + 0.1 M HNO
3

olution with the pH of 1.0. In the range of 5.00 × 10−9 to 1.65 × 10−7 M, the current measured by square wave voltammetry presents a good linear
roperty as a function of the concentration of resveratrol. In addition, the reproducibility, precision and accuracy of the method were checked as
ell. The method was applied for the determination of resveratrol in Chinese patent medicine and diluted urine.
2006 Elsevier B.V. All rights reserved.

t
a
A
d
l
e
a
k
t
b
c
o
d
C
u

a

eywords: Resveratrol; Square wave voltammetry; Tablet; Urine; HPLC

. Introduction

Resveratrol (3,5,4′-trans-trihydroxystilbene), a natural phy-
oalexin used by plants to defend themselves from fungal and
ther forms of aggression, has been proved to possess a variety
f biological activities including antiinflammatory, anticarcino-
enic, and antioxidative activities [1,2]. The latest experiments
f Cengiz et al. [3] demonstrated that resveratrol may be useful in
he preservation of liver function in cholestasis. With the under-
tanding of its biological activities, a Chinese medicinal herb,
olygonum cuspidatum (Huzhang in Chinese), has drawn much
ttention from researchers for the fact that it contains hundreds
f times more resveratrol than wines [4]. In China the roots of
he P. cuspidatum have been used as herbal folk remedies for the
reatment of atherosclerosis and for other therapeutic purposes
or centuries [5,6]. Park et al. [6] investigated the pharmaco-
ogical effects of P. cuspidatum water extract (PCWE) on lipid

iosynthesis in cultured human hepatocyte HepG2 cells (HepG2
ells have been widely used as in vitro models of human hep-
tocytes for lipid metabolism research). The results confirmed

∗ Corresponding author. Tel.: +86 29 88303448; fax: +86 29 88373025.
E-mail address: zhengjb@nwu.edu.cn (J. Zheng).
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hat PCWE, in a dose dependent manner, remarkably inhibits
cyl-coenzyme A–cholesterol acyltransferase (ACAT) activity.
mong the main active chemicals of P. cuspidatum, resveratrol
ecreased ACAT activity in a dose-dependent manner from the
evel of 10−3 M. ACTA catalyzes the formation of cholesteryl
sters from cholesterol and long-chain fatty acyl-coenzyme A,
nd the elevation of the serum cholesterol concentration is well
nown to increase the risk of coronary artery disease. Therefore,
he results strongly suggest that resveratrol might, at least in part,
e responsible for the ACAT inhibition of PCWE. Recently, P.
uspidatum has been produced as capsules or tablets for healthy
r therapeutic purpose. Fufang Huzhang tablets, pharmaceutical
osage form of the mixture of the extraction of P. cuspidatum,
aulis mahoniae and leaves of Eriobotrya japonica, has been
sed as a cure for chronic bronchitis.

A number of investigations on the determination of resver-
trol in grape-derived products such as wines have been
onducted. High performance liquid chromatography (HPLC)
7–10] or capillary electrophoresis (CE) [4,11–13] techniques
ere often used due to their separation ability, but complicated

reconcentration or multisolvent extraction techniques are also
oupled with these separation techniques due to the complexity
f the real samples and the low concentration of the analyte.
rea et al. [14] reported the analysis of resveratrol content in
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ine leaves and grape skin by laser desorption coupled with
esonant ionization spectrometry, but few institutes possess this
ind of instrument. For the analysis of resveratrol in P. cuspi-
atum or its related products, only a few reports were available.
oreover, the techniques were still using HPLC or EC, which is

xtremely time exhausted and equipment costly [4,15]. To our
nowledge, only three papers using electroanalytical techniques
o determine resveratrol have been published. Cyclic voltamme-
ry was applied to examine the extraction of phenolic compounds
uring vinification of Pinot Noir wine [16]. Cyclic voltamme-
ry produced a semi-quantitative measure of the level of galloyl
nd catechol groups, which correlated well with other total phe-
ol measures. Similarly, cyclic voltammograms in a model wine
olution at a glassy carbon electrode were used to determine the
otal phenol content in three red and two white Croatian wines,
nd the concentration was expressed in catechin equivalents
17]. Linear sweep voltammetry, based on its redox proper-
ies at a silver electrode, was employed to the determination of
esveratrol in our laboratory [18]. After 2 min accumulation, the
ethod was sensitive enough to determine resveratrol in wines,

ut the linear range was too narrow (2.0 × 10−9 to 1.0 × 10−8 M
nd 1.0 × 10−8 to 9.0 × 10−8 M) to determine the real resvera-
rol samples. Also as well known, the silver working electrode
s easy to be oxidized and then displays small useful potential
ange.

Electrochemical methods, especially differential pulse
oltammetry (DPV) and square wave voltammetry (SWV),
ake it possible to decrease the analysis time as compared

o the time exhausted chromatographic methods [19,20]. The
dvantages of SWV over other electroanalytical techniques are
reater speed of analysis, lower consumption of electroactive
pecies in relation to the other electroanalytical techniques and
ess problems with blocking of the electrode surface. A new elec-
rocatalytic mechanism for the oxidation of resveratrol (in the
resence of methanol) on the surface of a Pt electrode was sug-
ested. The proposed mechanism is based on the formation of a
lm of Pt oxide/hydroxides onto which the phenol and the prod-
cts of its electrochemical oxidation are further deposited [21].
he mechanism for resveratrol oxidation on the surface of a car-
on electrode is quite different from the noble metal electrodes.
arbon paste electrodes are often used as a working electrode

or voltammetric and amperometric measurements because of
heir attractive properties [22,23]. From an analytical point of
iew, these electrodes exhibit rather low background currents
ver a large range of potentials compared with other solid
lectrodes.

The purpose of this work is to develop a sensitive, simple,
apid and selective voltammetric method for the determination
f resveratrol and real samples like the pharmaceuticals and
rine. In the proposed method, there is no time-consumed sam-
le preparation step prior to drug assay. Our aim of this study was
lso to establish the experimental conditions, to investigate the
oltammetric behavior and oxidation mechanism of resveratrol

n carbon paste electrode (CPE) using cyclic and square wave
oltammetric techniques. In this study, SWV was proposed as an
lternative method to the HPLC techniques in therapeutic drug
onitoring.
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71 (2007) 19–24

. Experimental

.1. Apparatus

A Model CHI660A Electrochemistry Workstation (Chen-
ua Instruments in Shanghai, China) was employed for all the
lectrochemical techniques. A three-electrode system was used,
here a standard saturated calomel electrode (SCE) served as

eference electrode, a platinum wire electrode as the auxiliary
lectrode, and a hand-made CPE as the working electrode. A
L-180 ultrasonic apparatus (ShiPuTian Electronic Apparatus
ompany, Xiangshan, Zhejiang, China) was used to completely
issolve resveratrol. All the pH measurements were made with
n Orion Model SA 720 digital ionalizer.

The HPLC system is Agilent 1100 series (Agilent Technolo-
ies, USA), including a quaternary solvent delivery pump, a
hermostat column compartment, a diode array detector (DAD)
nd a manual sample injection valve with a 20 �L loop. Chro-
atographic separation was carried out using a Zorbax Eclipse
DB-C8 (150 mm × 4.6 mm i.d., 5 �m) column [8].
The carbon paste was prepared (in the usual way) by hand-

ixing 1.0 g of graphite powder and 0.6 mL paraffin oil [22–24].
ubsequently, this mixture was homogenized in a glass mortar
or at least 5 min. The resulting carbon paste was packed tightly
nto a Teflon tube. Electric contact was established by insert-
ng a copper wire into an appropriate depth of the carbon paste
0.1–0.3 cm to the electrode surface).

.2. Reagents

Fufang Huzhang tablets (Batch No: 050101, HeFeng,
harmaceutical Ltd. Company, GuangXi, China) were pur-
hased from the local drugstore. Stock solution of resveratrol
5.00 × 10−3 M) was prepared by dissolving an accurate amount
f resveratrol (Sigma Corporation, USA) in ethanol, and then the
bove solution was diluted to a 50 mL volumetric flask with dis-
illed water. The stock solution of resveratrol was kept in dark
efore use [8]. Diluted working standard solutions were prepared
rom stock solution with distilled water.

All reagents are of analytical grade and the water used is from
Milli-QG (Millipore Corp., USA) water-purification system.

.3. Working voltammetric procedure

About 10 mL of the electrolyte solution containing appro-
riate amount of resveratrol standard solution or sample were
dded to the electrolytic cell. Then the electrodes were immersed
nd cyclic voltammogram or square wave voltammogram were
ecorded between 0.2 and 1.0 V or between 0.5 and 0.9 V, respec-
ively. The surface of the CPE was renewed mechanically by
moothing some paste off with a piece of graph paper [22], and
our times scan from −0.4 to 1.2 V in supporting electrolyte
olution was applied to obtain a stable volammogram [25].
.4. Working chromatographic procedure

Standard samples of resveratrol were made by taking an
ppropriate volume of stock solution and dissolving in a suitable
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The oxidation process of resveratrol was proved to be irre-
versible. For an irreversible oxidation process, the peak poten-
tial Ep shifts to less negative values with the increase of scan
H. Zhang et al. / Ta

uantity of the mobile phase. The HPLC separation was carried
ut by isocratic elution with a mobile phase of methanol/water
35:65) at a flow rate of 1.0 mL min−1. Detection by diode
rray was performed at 306 nm [8]. Each sample was injected
n triplicate and the height of peak was used for quantitative
etermination.

.5. Tablets assay procedure

The sample powder was obtained by grinding 10 Fufang
uzhang tablets after sugar-coats were removed carefully. Accu-

ate amount of the powder (about 2.7 g) was weighed and
xtracted with 20 mL ethanol for 30 min in an ultrasonic bath.
hen the solution was filtered into a 50 mL volumetric flask

hrough an ordinary filtration paper, and then the solution was
iluted to the exact volume with distilled water. Sample solu-
ion was stored in the dark [8]. Just before each measure-

ent, the sample solution was diluted quantitatively with the
upporting electrolyte. This solution was then transferred into

voltammetric cell and square wave voltammograms were
ecorded.

.6. Urine analysis procedure

Spiked urine samples were obtained by treating 1.0 mL
liquots of urine with 10 �L resveratrol standard solutions
1.00 × 10−3 M) to obtain 10.0 �M resveratrol. A 20 �L aliquot
f spiked urine was diluted with 10 mL of 0.1 M HNO3 contain-
ng 1.0 × 10−3 M KCl, without any pre-treatment, and trans-
erred into the voltammetric cell. The square wave voltammo-
rams were recorded under optimized conditions [25].

. Results and discussion

The electrochemical behavior of resveratrol was investi-
ated in 0.1 M HCl, HNO3, H2SO4, H3PO4, B-R (pH 4.7),
Ac–NaAc, KNO3, KCl, KI, KBr, NaCl, NH4Cl, Na2CO3,

odium tartrate, Na2B4O7, and NaOH solution, respectively. In
trong acidic media, only one oxidative peak of resveratrol was
bserved. Compared with the peak in HCl and HNO3, the peak
n H2SO4 was not pronounced and not well-defined. The effect
f pH of HNO3 solution on the peak current of resveratrol was
isplayed in Fig. 1. From Fig. 1, 0.1 M HNO3 (pH 1.0) was cho-
en as the supporting electrolyte in this experiment to investigate
he electrochemical behavior in detail.

It was found that Cl− could enhance the oxidative peak of
esveratrol at CPE (Fig. 2). This may be due to the adsorption
f Cl− at the CPE, ameliorating the characteristic of electrode
urface and facilitating the electron transfer rate [18]. The peak
urrent of resveratrol increased after certain amount of KCl or
aCl was added to the HNO3 solution. The biggest peak current
f resveratrol was obtained when Cl− reaches 1.0 × 10−3 M. So,
he final supporting electrolyte was 1.0 × 10−3 M KCl + 0.1 M

NO3.
To elucidate the electrode reaction of resveratrol, the repet-

tive cyclic voltammograms of resveratrol in 1.0 × 10−3 M
Cl + 0.1 M HNO3 supporting electrolyte were recorded. The

F
(

ig. 1. Effect of pH on the peak current of resveratrol on cyclic voltam-
ograms. Supporting electrolyte: HNO3. Conditions: cres = 1.05 × 10−7 M;
= 100 mV s−1.

yclic voltammogram of resveratrol exhibits only one anodic
eak, with no peak on the reverse scan, indicating the totally
rreversible nature of the electrode reaction. In addition, the
eak currents decrease with succeeding potential scan. This
henomenon may be partly attributed to the consumption of
dsorbed resveratrol on the electrode surface [19].

A further evidence of the adsorption of resveratrol at the
urface of CPE is the restraint effect of surfactant on the peak
urrent because competitive adsorption would happen at the sur-
ace of electrode [18,26]. In 1.0 × 10−3 M KCl + 0.1 M HNO3
olution containing 1.05 × 10−7 M resveratrol, a small quantity
f polyvinyl alcohol (PVA), diphenylguanidine, sodium dode-
yl sulfonate (SDS), hexadecyl pyridine bromide (HPB), cetyl
rimethyl ammonium bromide (CTAB), were added into the
olution, respectively. As expected for an adsorption-controlled
rocess, all these surfactants decreased the peak current of
esveratrol in different degree [27].
ig. 2. Cyclic voltammograms of resveratrol in solution of: (a) 0.1 M HNO3;
b) a + 1.05 × 10−7 M resveratrol; (c) b + 1.0 × 10−3 M KCl, ν = 100 mV s−1.
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Fig. 3. Variation of peak current on square wave voltammograms with concen-
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ate ν according to the equation [10]: Ep = E0 + RT/(1 −α)nF
ln(ks/D1/2) − 0.5 ln[(1 −α)nFν/RT] − 0.78}, where E0 is the
tandard electrode potential, D is the diffusion coefficient, ν is
he scan rate, F is the Faraday constant, R is the gas constant
nd T is the room temperature (298 K). The variation of peak
otential with scan rate ν from 5 to 300 mV is represented by
linear equation Ep = −0.0209 ln ν + 0.6654 (R = 0.999). From

he slope 0.51RT[(1 −α)nF]−1, (1 −α)n = 0.63 can be obtained
nd the electron participated in the electrode reaction process
an be calculated to be 1, when assuming α is 0.5.

From the repetitive cyclic voltammograms recorded in dif-
erent pH solutions, the peak potentials shifted to less negative
alues with the increase of pH, following the linear equa-
ion Ep = 0.8073 − 0.093pH, (R = 0.998). According to Nernst
quation, Ep = E0 − 2.303RTmpH[(1 −α)nF]−1 (m is the proton
umber of electrode reaction), the proton number participated
n electrode reaction can be calculated to be 1 from the slope of
p–pH equation [20]. The standard electrode potential E0, which

esveratrol was oxidized at CPE in 1.0 × 10−3 M KCl + 0.1 M
NO3 solution, can also be calculated to be 0.807 V from the

ntercept of Ep–pH equation.
Resveratrol has similar chemical structure with flavonoids.

hey are all derived from phenylalanine and contain an aro-
atic ring with a reactive hydroxyl group. The oxidation of
avonoids is related mainly with the hydroxyl in its B ring,
nd the resorcinol group in ring A presents less electroactive
27,28], suggesting that the oxidative peak detected in this exper-
ment should correspond to the oxidation of 4′-hydroxyl of
esveratrol.

SWV was used to the determination of resveratrol, and corre-
ponding parameters were optimized. Effects of accumulation
ime and potential on the peak current were investigated. The
eak current of 1.05 × 10−7 M resveratrol increased with the
ncreasing of accumulation time tacc and then reached a maxi-

um when tacc is above 140 s. So the accumulation time of 140 s
as used for further studies. The accumulation potential has lit-

le effect on peak current of 1.05 × 10−7 M resveratrol in the
ange of 0.2–0.5 V. To reduce scanning time, 0.5 V was selected
s the accumulation potential in this experiment.

The influence of the square wave parameters such as ampli-
ude and frequency on the peak current was investigated. The
eak current ip increased with the increasing of square wave
mplitude from 5 to 75 mV or square wave frequency in the
ange of 5–55 Hz, but the peak potential shifted to less negative
alues and the peak changed unshapely. So 35 mV was chosen
s the optimum amplitude and 15 Hz was chosen as the optimum
requency.

.1. Analytical applications and methods validation

Under optimized experimental conditions, a linear rela-
ionship between the peak current of resveratrol at CPE
nd concentration can be established in the range of

.00 × 10−9 to 1.65 × 10−7 M (Fig. 3). Linear regression equa-
ion was ip (�A) = (0.924 ± 0.102) + (4.917 ± 0.091) × 10−8c
M); r = 0.999. And the detection limit was estimated from cal-
bration curve as 3Syx/b [25], was 2 × 10−9 M.

d
a
c
s

ration of resveratrol in 1.0 × 10−3 M KCl + 0.1 M HNO3 solution, conditions:

acc = 140 s, f = 15 Hz, w = 35 mV, 1–9 contentration (10−8 M): 0.50, 4.5, 5.5,
.5, 10.5, 12.5, 14.5, 15.5, 16.5.

To estimate the repeatability of the proposed method, the
.S.D. of six times successful measurement of peak current of
.0 × 10−8 and 1.05 × 10−7 M resveratrol on a CPE was cal-
ulated to be 3.2% and 0.48%, respectively, which demonstrate
he good repeatability of the method. The electrode-to-electrode
eproducibility of the SWV method was examined on three CPEs
onstructed individually, the R.S.D. of the three average peak
urrent of 2.0 × 10−8 M and 1.05 × 10−7 M resveratrol was cal-
ulated to be 5.8% and 2.7%, respectively.

For the possible analytical application of the proposed
ethod, the effect of some common excipients used in phar-
aceutical preparations was studied by analyzing sample solu-

ions containing a fixed amount of resveratrol (1.05 × 10−7 M)
piked with various excess amount of each excipient under the
ame experimental conditions. Some tested excipients, such as
lucose and sucrose, were tolerated in 100-fold excess M/M
ver resveratrol. The results show that no serious interfer-
nce occurred from the classical additives tested. The influence
f ascorbic acid, which is a potentially interfering compound
resent in biological samples, was investigated. It was found
hat an equimolar concentration or even at higher molar excess
100:1) of ascorbic acid had no distinct effect on the peak
esponse of resveratrol. Also interference of some metal ions was
ested under the same conditions. It was observed that 1000-fold
xcess of Al(III), Cu(II), Fe(II), Cd(II), Pb(II), Zn(II), Mg(II),
nd Tl(I) metal ions had no effects on resveratrol determina-
ion. Therefore, the proposed method can be used as a selective

ethod.

.2. Determination of resveratrol in Fufang Huzhang
ablets

The content of the tablet was usually determined by stan-

ard addition method [23]. In this paper, we found that if proper
mount of sample solution was used, the content of resveratrol in
ell could be obtained through calculating from the linear regres-
ion equation of the standard solution. The resveratrol content in
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Table 1
Determination results of resveratrol in tablets by SWV and HPLCa

SWV (n = 6) HPLC (n = 3)

Amount found
(mg g−1)

R.S.D.
(%)

Standard added
(mg g−1)

Total found
(mg g−1)

Recovery
(%)

R.S.D. of
recovery (%)

Amount found
(mg g−1)

R.S.D.
(%)

0.694 1.7 1.110 1.805 100.1 1.3 0.705 3.0

a The t-test (1.03) value was less than the theoretical value (2.36) at 95% confidence limit for seven degree of freedom.

Table 2
Application of the SWV method to the determination of resveratrol in spiked urine sample

Resveratrol added (×10−7 M) Resveratrol founda (×10−7 M) Average recovery (%) R.S.D. of recovery (%)

0.50 0.493 98.6 5.7
0.80 0.824 103.0 4.0
1
1
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.20 1.152

.50 1.588

a Average of five determinations.

he Fufang Huzhang tablets was calculated and compared statis-
ically by Student’s t-test for accuracy with the result obtained
y HPLC method (Table 1) at the 95% confidence level with
even degrees of freedom [23]. The result showed that the t-test
alue was less than the critical value, indicating that there was
o significant difference between the proposed and the HPLC
ethods. Because the proposed method was more simple and

ime-saving than the HPLC method, it can be recommended for
he resveratrol analysis of the tablet. The recovery of SWV was
lso conducted to evaluate the accuracy of the method, and the
esults are also listed in Table 1. From Table 1, the average recov-
ry of six independent experiments was calculated to be 100.1%
hen 1.110 mg g−1 of resveratrol was added into the sample.

.3. Determination of resveratrol in spiked urine
The applicability of the SWV to the determination of
esveratrol in spiked urine was investigated. The direct deter-
ination of resveratrol in urine was found to be possible by

ig. 4. Square wave voltammograms of resveratrol in spiked urine sam-
le in 1.0 × 10−3 M KCl + 0.1 M HNO3 solution. Other parameters as in
ig. 3: (a) sample of urine; (b) 2.0 × 10−8 mol L−1; (c) 5.0 × 10−8 mol L−1;
d) 8.0 × 10−8 mol L−1; (e) 1.2 × 10−7 mol L−1; (f) 1.5 × 10−7 mol L−1; (g)
.5 × 10−7 mol L−1 of resveratrol.

t
r
C
c
w
p
p

A

o
2
P

R

96.0 3.6
105.9 3.1

mploying a high dilution of the sample with the supporting
lectrolyte [25]. Fig. 4 shows square wave voltammograms
btained with 140 s accumulation of a blank urine sample
20 �L in 10 mL of base solution) (line a) together with
rine sample containing different concentration of resveratrol
line b–g). Successive additions of resveratrol to a blank
rine sample gave rise to a linear range from 2.00 × 10−8 to
.50 × 10−7 M of resveratrol in urine with a typical regression
quation: ip (�A) = (0.134 ± 0.061) + (1.979 ± 0.048) × 10−7c
M); r = 0.998. The repeatability of total analytical process
as determined from multiple measurements at each of the
rine samples (Table 2). An average deviation of 3.6% was
btained.

. Conclusions

A simple, sensitive and selective SWV method for the quan-
itative determination of resveratrol based on the oxidation of
esveratrol at CPE has been established. In the presence of
l−, the oxidation current was further increased. The method
an be used successfully to assay the drug in dosage form as
ell as in spiked urine samples. Compared with HPLC, the
roposed method did not require time-consuming extraction or
re-treatment steps prior to the drug assays.
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